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Abstract
BGP Monitoring projects such as RouteViews and RIPE RIS
provide valuable data for networking research. Prior efforts,
such as understanding BGP dynamics, have mined the BGP
data collected by RouteViews and RIPE to make general in-
ferences about the Internet routing. Ideally one would like
to have the collected BGP data covering the entire Internet.
However various operational constrains limit the number of
monitors to be used for the data collection, and up to this
point, the selection of monitors has been based on intuitive
judgment among available candidates. In this paper we use
link coverage, defined as the set of links observed by all the
monitors, as the monitor selection criterion and evaluate the
current monitor selection by RouteViews project. We show
that a simple greedy strategy can achieve much better link
coverage than that achieved by the same number of moni-
tors selected by RouteViews. Our results also show that edge
nodes of the Internet provide more link coverage than the tier-
1 nodes in general.

1 Introduction

The Border Gateway Protocol (BGP) is a path vector protocol
used to propagate routing information globally in the Inter-
net. RouteViews [10] and RIPE [14] collect BGP data from
multiple operational routers (called monitors) throughout the
Internet and provide public BGP data archives, which have
been used in various BGP studies such as analyzing protocol
dynamics, study of routing convergence, route flap dampen-
ing, and root cause identification, to name a few.
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These public archives are a valuable source of data for un-
derstanding routing issues in the Internet, yet there has been
no systematic study on the completeness of the BGP data col-
lection. Ideally one would like to collect a complete set of
BGP logs that cover the entire Internet, however blindly in-
creasing the number of BGP monitors would not be an effec-
tive way to reach this goal. For example adjacent routers may
report highly redundant data, which increases the size of the
data archive with little additional value but can make the data
mining effort more difficult. Furthermore, adding more mon-
itors can also add substantial operational cost[8]. Thus one
would want each new BGP monitor to add new information
to the existing set.

One simple metric to measure the information added by
each monitor is AS link coverage. The Internet consists of
various administrative domains called autonomous systems
(AS), and the BGP routing table at any router contains paths
containing AS-AS links. The AS link coverage is defined as
the number of unique AS-AS links seen in a BGP routing ta-
ble. Whenever a link goes down, any routes going through
that link must be changed and new BGP updates generated.
Covering more links enable the monitors to collectively cap-
ture routing activity in a larger portion of the Internet. We
first evaluate the current set of monitors by measuring the to-
tal number of AS links they covered, and then pose the ques-
tion of “How can one place monitors to increase AS link cov-
erage?”. Note that our goal in monitor placement is not to
discover new AS links, but rather to cover as many AS links
as possible by placing a given number of monitors. We pro-
pose an heuristic for selecting monitors and use simulations
on an Internet scale topology to compare its coverage to the
current coverage achieved by the 60 monitors of RouteViews.

Our results show that our heuristic can cover the same
number of AS links as the RouteViews monitor set by using
only one third of the number of monitors; if we use the same
number of monitors, we can cover almost 4,000 more AS
links than the RouteViews set. We also find that our heuris-
tic picks monitors from the edges of the Internet, compared
to the existing data sets which draw monitors from close to
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the core. By breaking down the AS links into different re-
lationships such as customer-provider, sibling and peer, we
observed that the peer links are the most difficult to capture.
We believe these findings not only can help improve the selec-
tion of monitors for BGP data collection, but also can provide
insightcvs on what the collected data could miss.

The rest of the paper is organized as follows. Section 2
reviews background information and introduces the coverage
problem. Section 3 applies the greedy heuristic on a collected
Internet topology and compares the results with RouteViews
selection. Section 4 deals with some practical issues regard-
ing the AS link coverage. Section 5 presents related work and
Section 6 summarizes the paper and discusses future work.

2 Background and Link Coverage

In this section, we present some relevant background on Inter-
net routing and BGP operations. We discuss the problem of
placing monitors and the practical constraints of monitoring.

2.1 BGP Operations and Monitoring
The Internet consists of a large number of networks called
Autonomous Systems (AS), and BGP (Border Gateway Pro-
tocol [13]) is the protocol used to exchange routing informa-
tion between these ASes. Destinations are in the form of pre-
fixes, where each prefix represents a network space. For ex-
ample, a prefix 131.179.96.0/24 represents a network space
of 28 addresses. As a path vector routing protocol, BGP lists
the entire AS path to reach a destination in its routing up-
dates. Monitoring projects like RouteViews and RIPE have
a set of boxes called collectors that passively receive updates
from participating routers, called monitors. Each collector
acts as a regular router, except that it does not propagate any
BGP update. The collectors log BGP updates received from
the monitors and periodically dump a snapshot of the routing
table of each monitor.

While one would want to collect data from as many sources
of the Internet as possible, operational constrains place limita-
tions on addition of new monitors. One of the main constrains
are the man-power resources needed to manage the set of col-
lectors of the monitoring infrastructure [8]. Besides day-to-
day maintenance, unexpected events such as fiber cuts, soft-
ware/hardware failures and loss of network connectivity de-
mand a quick human response to assure there is no gap in the
collected BGP data ([9] has a complete list of such events).
These limitations motivate the search for a good strategy for
monitor selection.

2.2 Monitor Placement & AS link coverage
BGP monitors can be placed in the Internet to achieve various
objectives. One particular objective for placing monitors can
be to capture BGP dynamics. For example, studies have been

done on understanding routing instabilities [7], [11], conver-
gence problems [6], and BGP behavior under stress events
like worm attacks [16]. One would want to place monitors so
as to capture more BGP dynamics. For example, if two mon-
itors are selected such that one is single homed customer of
the other, then the routing tables can be expected to overlap
completely and the two monitors will most likely observe the
same events. On the other hand, if two monitors are selected
such that their routing table entries minimally overlap, then
one can expect them to capture different events. This ability
to capture different events would help in studies on under-
standing BGP dynamics, where inferences are made about
the state of the Internet. We capture this aspect of widening
the coverage using a metric called link coverage. The link
coverage from a set of monitors is defined as the unique num-
ber of links present in the routing tables of all the monitors,
and more the link coverage the better. With link coverage as
the objective metric, our task is to pick a set of monitors so as
to cover as many links, and thus, as much of the Internet as
possible.

2.3 Topology and methodology

In order to evaluate strategies for placing BGP monitors we
used an Internet scale topology collected from BGP tables
and updates from RouteViews and RIPE, and several other
sources such as looking glasses, route servers and routing
registries [17]. Our topology has 22,478 nodes and 63,883
links, and represents an inferred snapshot of the Internet has
of February 15th 2006. We used the PTE algorithm pro-
posed in [3] to infer the relationship between each pair of
connected ASes. Then we computed the routing paths with
no-valley policy [3] from each source to each destination us-
ing the three phase algorithm proposed in [4]. We observed
that only 59,772 from the total number of links were used
by some node’s routing tree, therefore this is the maximum
number of links we expect to cover if we add all nodes as
monitors.

In the next section, we propose a greedy heuristic to place
monitors, and evaluate this heuristic on the topology de-
scribed above. We also use the same topology to compare
the placement of the greedy heuristic to that of RouteViews.
As of February 15th 2006 RouteViews peers with 100 routers
from a total of 60 autonomous systems.

3 A greedy heuristic

We now look at the coverage from the set of monitors from
RouteViews and compare it to the coverage of our proposed
greedy heuristic. We also understand the difference in cov-
erage and provide insight into why the greedy selection pro-
vides more coverage and what types of links are difficult to
capture.
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3.1 Greedy and RouteV iews Coverage

We first look at the link coverage provided by the set of 60
monitors from Routeviews. We order the monitors in the
same chronological order they were selected by RouteViews
and call this selection process RouteV iews . With this or-
dering, we can see the value in terms of new links that each
new monitor from RouteViews added.

Figure 1 shows the coverage of RouteV iews . In order to
project the coverage of RouteV iews beyond its 60 monitors,
we approximate RouteV iews placement as a random selec-
tion of monitors, a process we call Random . In Random
, a monitor is picked from a pool of 22,478 candidates rep-
resenting the total number of ASes in our topology, with the
condition that the same AS cannot be picked more than once.

We will now derive an analytical expression for the ex-
pected number of links covered by Random . We define the
random variable Xi,n as follows:

Xi,n =
{

1 : if link i is covered after placing n monitors
0 : otherwise

The expected value of Xi,n then becomes

E[Xi,n] = 0 · Pr[Xi,n = 0] + 1 · Pr[Xi,n = 1]
= Pr[Xi,n = 1] (1)

We are interested in obtaining the expected value of the
number of links covered with n monitors, R(n):

R(n) = E[
L∑

i=1

Xi,n]

=
L∑

i=1

E[Xi,n]

=
L∑

i=1

Pr[Xi,n = 1] (2)

where L is the total number of links. If pi is the probability
that we cover link i with a randomly picked monitor, then
Pr[Xi,n = 1] = 1 − (1 − pi)n and the number of covered
links after n monitors R(n) is given by:

R(n) = L −
L∑

i=1

(1 − pi)n (3)

We will now show that the probability pi is given by Si

N
where N is total number of nodes in the topology and Si is
number of nodes that have link i in the routing tree. Further-
more, this probability does not change after the placement of
each monitor, as we will see. Let Zi,n = 1 if link i is picked
at step n and Zi,n = 0 otherwise. Yn represents the node that
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Figure 1: RouteV iews and Random coverage on Internet
topology.

is randomly picked at step n. Then we can write

pi =
N∑

j=1

Pr[Zi,n = 1|Yn = j] · Pr[Yn = j]

=
1
N

N∑
j=1

Pr[Zi,n = 1|Yn = j]

=
Si

N
(4)

Note that as the number of monitors n increases, R(n) con-
verges to the total number of links L. (3) is valid for n < N ,
since once we reach the last monitor N , we know for sure we
are covering all the links, and therefore R(N) = L. Figure 1
shows that the expected coverage of Random given by (3) is
close to RouteV iews coverage. The gap between the curves
is due to the fact that RouteV iews selection is not purely
random (RouteV iews picked mainly high degree nodes be-
longing to the core tiers, as we will see in the following sub-
section). However, Random still provides a reasonable ap-
proximation to RouteV iews coverage.

Algorithm 1 describes our proposed greedy heuristic for
link coverage. Function cover(u) returns the set of links cov-
ered by node u, i.e., the set of links present in the routing tree
of node u. In each of the n steps, the greedy algorithm picks
a node that contributes the highest number of new links. In
case of tie between nodes for the highest number of new links
added, the greedy heuristic picks the node with the lowest
numeric ID.

Algorithm 1: Greedy(G(V,E), n)
1. Initialize C = {};
2. while |C| != n do

Find u ∈ V such that |cover(u) ∪ cover(C)| is
maximum;
C = C ∪ {u};

3
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Figure 2: Greedy coverage as a power law process.

Figure 3 shows the accumulated link coverage of Greedy
after the addition of each monitor. We only show the cov-
erage up to only 60 monitors, since we want to be able to
compare Greedy coverage with RouteV iews . One can see
that initially the link coverage increases rapidly, but beyond
the first few monitors the contribution of each monitor leads
to much a smaller increase. We analyzed this increase in more
detail to find that Greedy could be modeled as a power law
process. More precisely, the number of links left uncovered
by Greedy at each stage, u(n), can be approximated by the
power law u(n) ' u(1) · n−β , where n is the number of
monitors, u(1) is the number of links left uncover by the first
monitor and β is a constant. Figure 2 shows this relation.

The power law can be also obtain from the following dif-
ference equation:

G(n + 1) − G(n) ' β · L − G(n)
n + 1

(5)

where G(n) is the total number of links covered by Greedy
at step n, L is the total number of links and β is the constant
of the power law. If we let n can have small increases ∆n,
∆G are the links added by monitor n, (5) can be rewritten as

∆G

∆n
' β · u

n + ∆n
' β

u

n

and since ∆G = −∆u, we have

∆u

u
' −β

∆n

n

and integrating both sides will yield the power law:

u(n) ' u(1)n−β (6)

From (5), G(n) will converge to the total number of links
L as the number of monitors increases. Furthermore since
G(0) = 0, G(1) = βL and therefore we can estimate
β knowing G(1). We found a good approximation using
β = 0.44. The solid line in Figure 3 shows the link cover-
age given by (5), which is very close to the actual coverage of
Greedy represented by the dashed line.

 20000

 25000

 30000

 35000

 40000

 45000

 50000

 55000

 10  20  30  40  50  60

C
um

ul
at

iv
e 

N
um

be
r 

of
 L

in
ks

Number of Monitors

Greedy
Greedy, analytical fit

Figure 3: Greedy coverage on Internet topology.
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Figure 4: Greedy and RouteV iews selection on Internet
topology.

Figure 4 shows the coverage of RouteV iews and Greedy
with 60 monitors. The link coverage of Greedy outperforms
RouteV iews , achieving a gap of almost 4,000 links after the
last monitor is placed. RouteV iews covers 49,778 links with
60 monitors, while Greedy achieves the same coverage with
just 17 monitors.

We now extend the above comparison beyond the initial 60
monitors using the analytical approximations previously de-
scribed. Figure 5 shows a comparison between Greedy and
Random for 1,000 monitors using (5) and (3) respectively.
We observed that both placements reach a knee point at about
100 monitors, after which there is a linear increment in the
number of links covered. This figure also shows that the ben-
efit of using a greedy strategy is not restricted to a small set
of monitors.

3.2 Understanding the difference between
Greedy and RouteV iews

Given Figure 4, our objective is to understand why Greedy
covers more links than RouteV iews . In particular, we stud-
ied the difference in characteristics between the two sets of
monitors picked by Greedy and RouteV iews as well as the
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Figure 5: Greedy and Random coverage with 1,000 moni-
tors.

Total Covered Covered by
links by Greedy RouteV iews

Customer-provider 49,957 48,444 47,685
Peer 9,067 4,502 1,353
Sibling 748 739 740
Total 59,772 53,685 49,778

Table 1: Links covered by Greedy and RouteV iews .

links covered by both the sets.
To analyze the monitor sets, we sort nodes into three dif-

ferent classes belonging to different levels in the Internet hi-
erarchy. The Tier1 class consist of ASes that do not have
providers and form a full mesh within themselves. The ISP
class consists of nodes that do not belong to Tier1 and pro-
vide transit to other nodes (Internet Service Providers). The
Stub class consists of ASes that do not provide transit to any
AS, they just originate prefixes. Figure 6 shows the classifi-
cation of the 60 monitors in Greedy and RouteV iews into
these three categories. We also included in Figure 6 the ex-
pected number of monitors picked by Random in each cat-
egory, e.g. if there are S stubs in our topology of N nodes,
Random will pick 60 · S

N stubs after 60 placements. While
RouteV iews contains a lot of Tier1 and ISP nodes, the ma-
jority of the nodes in Greedy are stubs, i.e., nodes at the bor-
der of the network. In fact, Greedy does not contain a single
Tier1 node. Furthermore, we can observe that the distribution
of monitors of Greedy is very similar to Random . This in-
dicates that picking a stub randomly does not assure a good
contribution for link coverage, except when this selection is
guided by an heuristic like Greedy .

To better understand the difference between RouteV iews
and Greedy , we plot in Figure 7 the distribution of node
degree of the monitors picked by both placements. We ob-
serve that monitors selected by Greedy have degree less than
172, while RouteV iews selects nodes with very high degree
(2,656 and bellow).

In order to better understand the difference between the
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Figure 6: Location of monitor nodes.
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Figure 7: Degree distribution of monitors selected by Greedy
and RouteV iews .

two placements, we classified the links covered by Greedy
and RouteV iews into customer-provider, peer or sibling, as
presented in Table 1. We know from previous results that
Greedy captures more links than RouteV iews and looking
at Table 1 we see that this difference comes mostly from peer
links. To explain why Greedy might capture more links, Fig-
ure 8 shows a scenario where AS A is a customer of AS X,
and AS B is a customer of AS Y. The link between AS A and
AS B is a peer-peer link, while other links from AS A and
AS B are customer-provider links. Due to routing policies,
AS A will use link (A,B) to reach B’s customers, since a
peer-peer link is preferred over a provider path through AS X.
However, AS A will not advertise paths involving link (A,B)
to its providers. Similarly, AS B will not advertise any paths
involving link (B,A) to its providers. Thus the only way to
cover link (A,B) is to select at least one of A, B, one of A’s
customers, or one of B’s customers as a monitor. Since most
of the monitors picked by RouteV iews are nodes at the core
of the network, such peering links are easily missed.

In order to better illustrate the difficulty of capturing peer
links, we show in Figure 9 the result of the greedy heuris-
tic exclusively on peer links. Thus, at each stage, the node
that can cover the most number of peer links is selected, and
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Figure 8: Covering peer links.
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Figure 9: Greedy heuristic applied to peer links.

the total coverage of peer links is updated. After placing 60
monitors we covered 5,110 links, about 56% of the total num-
ber of peer links. From Table 1, we know that after placing
60 monitors Greedy covers about 97% of customer-provider
links, which indicates that the real challenge lies in covering
the set of peer links.

Summarizing, in this section we show that a greedy heuris-
tic can do significantly better than the existing RouteV iews
set, and the set of nodes picked by greedy are mostly stubs.
However, randomly picking nodes from stub sets results in a
coverage similar to RouteV iews . We also see that the dif-
ference between the two sets arises due to the difficulty to
capture peer links.

4 Discussion

In previous sections, we showed how the greedy heuristic
could be applied to the Internet topology to provide better
coverage of AS links than the RouteV iews . In reality, one
does not know the complete AS topology in the Internet, and
one AS may or may not be willing to serve as a monitor. In
such situations, one cannot assume knowledge of entire en-
tire topology and treat every single router as a candidate for
monitoring. However, we can still use the insights from our
results to do better than adding monitors by intuition. To start

with, candidate monitors should be identified. In the case of
RouteViews, this could mean asking for autonomous systems
that are interested in monitoring. Each such candidate would
then be needed to provide a routing table for one of their BGP
routers. Routing tables for more than one time snapshot may
be requested to ensure that snapshot is not taken during a ma-
jor instability or route convergence process. If a sufficiently
large pool of routers is received, then using their routing ta-
bles, we can apply the greedy heuristic to select the top n
monitors based on the AS link coverage. The main difference
from the previous section would be that we would consider a
much smaller pool of potential candidates in this case com-
pared to the general case where any AS could be picked as a
monitor.

5 Related Work

We can find several efforts in the literature to passively dis-
cover AS-level topology based on BGP data at various moni-
tors. [2] shows that the RouteViews snapshot misses a signif-
icant amount of connectivity information, and that additional
AS connectivity information can be obtained from more van-
tage points (route servers and looking glasses). [17] explores
an additional dimension of accumulating information from
updates over time and obtained even more AS connectiv-
ity information. However, none of these approaches studies
the monitor placement problem and the placement’s perfor-
mance. One closely related work is [12], which studies the
new links covered by each additional monitors. This work
showed evidence that more than 50% of the links in the AS
topology are still to be unveiled, and that almost all these
missing links are peer-peer links.

Many measurement and monitoring problems have been
modeled as the facility location problem [15, 5]. These pa-
pers usually map their corresponding problems to some theo-
retical problems, provide NP-hardness proof, and use heuris-
tics to approximate the optimal solutions. In contrast, our pa-
per takes an empirical approach to study performance of the
routing message monitors. Some of these efforts studies how
to place the active measurement points for Internet tomogra-
phy. [1] studies the active topology discovery problem, and
showed that the marginal gain of adding additional probing
sources declines rapidly after the second or third one.

6 Conclusion and Future Work

In this paper we showed that, without constraints on the
candidates, the greedy approach can select one third of the
number of monitors currently peering with RouteViews to
achieve the same AS link coverage. In our topology, the set of
links covered by Greedy includes 97% of the total customer-
provider links, but only 50% of the total peer links. Thus, it
is clear that the challenge lies in capturing the peer links. We
further examined the difference between the set of monitors
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picked by Greedy and RouteV iews placements. We discov-
ered that Greedy picked most of its monitors from the edge of
the network, while RouteV iews selected its monitors mainly
from the core. However, randomly picking monitors from the
edge is not as useful as Greedy . As we explained in Section
3, peer links are difficult to observe, and can only be captured
by customers of the providers that establish the peering and
the providers themselves.

A number of open questions still remain unanswered.
Given one important usage of the collected data is for global
routing research, how important is it to increase the cover-
age of peering links in order to understand global routing dy-
namics? What other criteria should one apply in selecting
monitors? Finding answers to these questions is part of our
planned future work in this area.
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