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Abstract— In this paper we study multi-hop ad hoc routing in  applications. A large amount of underwater sensor nodes can
a scalable Underwater Sensor Network (UWSN), which is a novel pe air-dropped to the venue immediately after the incid&nt.
network paradigm for ad hoc investigation of the world below 4167 of hundreds of square nautical miles may need thousands
the water surface. Unlike existing Underwater Acoustic Networks - . . .
(UAN), the new UWSN paradigm dispatches large number (in the of sensor units. At re_al_ F|me, each ad hoc sensor unit r_n_(m|tor
thousands) of unmanned low-cost sensor nodes to locally monitor local underwater activities and reports sensed data viai-mul
and report otherwise not easily accessible underwater events hop acoustic routes to a distant command center (i.e., the
in a time-critical manner. Due to the large propagation latency network sink). Clearly, the advantages of the new UWSN
and very low bandwidth of the acoustic channel, a new protocolI paradigm are: (1)ocalized and coordinatedensing is far

stack and corresponding models are required as conventional ise than th rgmote tel trv technol
approaches fail. In particular, we show that neither proactive more precise than the currerémote telemetry technology,

routing message exchange nor reactive/on-demand flooding is€-g-, those relying on long-range directional frequency an
adequate in the challenging new underwater environment. Unlike ranging (DIFAR) sonobuoys. (Bcalabilityof UWSN ensures

the terrestrial scenarios, on-demand floodingcannot be both that a large area can be covered tone-critical applica-
reliable and efficient due to widespread collisions caused by the tions. (3) Underwater hazardous environment is expected to

large propagation delay. On the other hand, as in terrestrial gy .
scenarios, proactive routing is more expensive and less e]‘ficientl’]""ve negligible impact on human operators whemanned

than on-demand routing in typical underwater environments. €lectronic platforms are used below the water surface. (4)
We propose a “conservative” communications architecture that The time-critical sensor deployment ilw-cost A low-cost

minimizes the number of all packet transmissions to avoid ynderwater sensor unit is un-powered and flows by the water

possible acoustic collisions. This is implemented in thewon- current to sense and harvest data in an ad hoc manner
intrusive Under-Water Diffusion (UWD), which is a multi-hop '

ad hoc routing and in-network processing protocol with N0 10 ey, UWSN paradigm, however, poses formidable new
proactive routing message exchange andegligible amount of

on-demand floods. To achieve its design goal, UWD doest rely challenges compared to the existing wireless radio sereter n
on GPS or power hungry motors to control currents. Instead, works. In contrast to wired networks, wireless radio nekgor
UWD is designed in a minimalist's framework, which assumes operate in a resource constrained environment. Based upon
homogeneous GPS-free nodes and random node mobility. Our  technology for dense wave division multiplexing (DWDM), a
zlen;gitlon study verifies the effectiveness and efficiency of our single optical bundle can carry 12,800 GHz of optical signal
' However, even the richest frequency band owner in the United
States, namely DoD (Department of Defense), only owns
I. INTRODUCTION approximately 300MHz of the total 3GHz of useable radio

The still largely unexplored vastness of the ocean, cogerigP€ctrum. Of the 300MHz owned by the military, individual
about two-third of the surface of earth, has fascinated msmzayStéms are allocated in small blocks, e.g. 10MHz, 1MHz,
for as long as we have records for. For the past sevefdl less. Consequently, protocols for wireless radio sensor

centuries, the ocean has played an increasingly importéet hetworking must be far more efficient than protocols for dire
in transportation and military activities. In emergent rve networks. The wireless radio networks demand several srder

investigations, for example, for marine incidents (carbips of mag_nitude improvement in protocol efficiency compared to
sinking involved with chemical pollution and oil spill), ti their wired counterparts.
itary demands (submarine tracking) and underwater relsearc Nevertheless, if we extend our vision to the underwater
(exploration of underwater volcano eruption), the stdtthe- world, then wireless radio networks become the one with
art in communication technology has significantly surpdsseelatively much richer resource to expend. As high-freqyen
the state-of-the-art of physical investigation in regar@ffec- signals are quickly absorbed in water, underwater netwgrki
tiveness and efficiency. This calls for the need of building must rely on low-frequency acoustic communication, with
large-scale short-term and distributed data acquisitetwork the frequency upper bound reported as 1MHz at 60-meter
for time-critical aquatic applications. range [11]. This implies that the entire acoustic band is les
We envision that a large-scale underwater sensor netwdhian several MHz and typical allocation is measured in KHz
(UWSN) is the answer to support these time-critical aquatior individual systems. This drastic reduction in communi-



cation resource makes underwater networking an extremely ing to avoid network partitioning. Flooding a message in

challenging topic. The underwater wireless acoustic ne¢svo such a redundant ad hoc network is normally considered
demand several orders of magnitude improvement in protocol as a reliable operation that reaches every ad hoc node.
efficiency compared to their wireless radio counterparts. Unfortunately, by analytic and simulation study we

show that this is no longer true in underwater sensor
networks. In contrast, each network flood cannot be both
effective (i.e., delivered to nearly all ad hoc nodes) and
efficient (i.e., with low latency and transmission cost).
Since flooding is needed in GPS-free on-demand ad hoc
routing, this dilemma poses great challenge to multi-hop
packet delivery service in a dynamic underwater sensor
network.

) Ineffectiveness and inefficiency of proactive routing
message exchangén many situations [4][16][19] on-
demand routing protocols have been demonstrated to
perform better with significantly lower overheads than
proactive routing protocols. In this paper we also show
that underwater proactive routing fails due to heavy
packet collision loss. Unlike radio networks, since the
collision loss is mainly caused by signal propagation
delay in acoustic networks, reducing packet size does
not necessarily reduce the chance of collision to gain
better protocol performance. Therefore, proactively ex-
changing long or short routing messages under the water

Therefore, in order to realize the demanding UWSN para-
digm, new models and protocols are required in most layers.
One area which will definitely require revisiting (with res
to prior work in wireless radio networks) isulti-hop packet
delivery in a wireless acoustic networwith random node
mobility andwithout GPS supporfThis will be the main focus
of our paper. Below, we give a revisit of on-demand flooding
and proactive routing message exchange in GPS-free multi-
hop ad hoc networks. 2

First, position is important in underwater sensor nets.a80 f
to our best knowledge, a scalable and low-cost positioning
system like GPS is not yet available underwater. One must
rely on multi-hopGPS-free localization schem§] to let the
sensor nodes know their positions. Second, either flooding o
network-wide packet exchange is needed in multi-hop ad hoc
networking. Excluding geo-routing, multihop routing probls
fall into two categories: proactive routing and reactivatiog
(aka., on demand routing) [4]. In proactive ad hoc routing
protocols like OLSR, TBRPF and DSDV, mobile nodes in all
network areas constantly exchange routing messages which == ; . .
typically include connection status to other nodes (eigk | |nev.|tably generates acoustic traffic that disrupts any
state or distance vector), so that every node maintaing i routing protocol’s performance. o
and fresh network topological information to allow them to TO @nswer the new challenge, we propose to minimize the
find any intended recipients at any time. On the other harf!mber of all packet transmissions to avoid possible a@ust
on demand routing has become a major trend in dynarrﬂ@”'s'ons- This m_cl_ud_es prohibiting proactive routingessage
ad hoc networks. AODV [19] and DSR [9] are commor?XCh?”Qe and minimize the total r}umber of on—_demand flood-
examples. Unlike their proactive counterparts, on demafR§ trials. These requirements are implemented in UndeteiVa

routing operation is triggered by the communication demarffusion (UWD) described in Section IIl, which is a multi-

at sources. Typically, an on demand routing protocol has t/%P &d hoc routing and in-network processing protocol with

componentsroute discovenand route maintenanceln route N0 proactive routing message exchange aegligibleamount
discovery phase, the source seeks to establish a routedew& On-demand flooding trials. Our analytic study defines and
the destination byloodinga route request (RREQ) messagd’foves the “neghglblhty" constramt3 and our smulapetudy
then waits for the route reply (RREP) which establishes tifgrifies the effectiveness and efficiency of our design.
on-demand route. In the route maintenance phase, nodes omhe paper is organized as follows. Section Il presents the
the route monitor the status of the forwarding path, andmtep@roblem statement. It explains why on-demand flooding and
to the source about route errors. Optimizations could lead groactive routing fail or have to be inefficient in underwate
local repairs of broken links. networks. In Section Il we present the design details of
Finally, flooding and network-wise packet transmission at@wD. The simulation study shown in Section IV verifies
required in data-centric protocols like Directed Diffusif8]. the effectiveness and efficiency of UWD. Section V describes
The network command center (i.e., sink) periodically issueelated work. Finally Section VI concludes the paper.
“interests” that are disseminated towards qualified sensor
nodes in designated areas. This requires network-wide or at [I. PROBLEM STATEMENT
best scope constrained flooding. In addition, if sensor sode | this section, we first describe the design assumptions
are mobile (e.g., atmospheric sensors carried by weather ghq the typical data-centric packet delivery service in GPS
loons), both on-demand flooding and proactive routing inCiee terrestrial sensor network, using directed diffusis
extra overhead to address dynamic network topology changgg example. Then we show the reason why the existing
In this paper, we study the impact of the acoustic enviro@Pproaches fail in GPS-free underwater sensor networks.
ment on conventional ad hoc and sensor protocols described
above. We show that such protocols are no longer effectide afh. Design assumptions
efficient under water. The following observations are caiti Underwater acoustic (UW-A) channel Communications
for realistic-underwater sensor network design: in the UnderWater Acoustic (UW-A) channel are with two
1) Ineffectiveness and inefficiency of floodileployment innate characteristicgiarrow & low bandwidthandvery large
redundancy is an innate characteristic of ad hoc netwonropagation latency



The available bandwidth of the UW-A channel is limitedeployment and maintenance, it is relatively hard to deploy
and strongly depends on both range and frequency. UWAd maintain multiple underwater nodes intertwined by svire
A channel’'s acoustic band is limited due to absorption and
most acoustic systems operate below 30kHz [11]. This fact ) )
has two significant impacts on underwater communicatioft: Flooding Dilemma below the water surface
First, the entire width of underwater acoustic frequencygcba To show the problem of flooding, we must at first make
is very narrow, so far the highest value reported is arousgdme assumptions on the MAC layer design. First, it is ex-
1MHz spectrum at the range of 60m radius [10]. The entifgected that multiple acoustic transmitters will employ FAM
width of useful acoustic bands is only a small fraction ofusing orthogonal frequencies), CDMA (using orthogonal
useful RF bandwidth. Therefore, compared to radio network&/alsh codes) and/or MIMO (using orthogonal space-time
where narrow-band interference can be ameliorated by dpreading) to share the same medium with “no collisions” during
spectrum technology etc., underwater communications do nlee same time period. We assume that underwater sensor nodes
have an analogous answer. Second, as surveyed in [11],w#l have these capabilities in the foreseeable future., Yet
search system or commercial system have highly variabte lian increasing number of multiple transmissions during the
capacity and the attainableingexrate product can hardly same time period will eventually exhaust the channel’s eegr
exceed 40km-kbps. Long-range acoustic signal that operaté freedom. When FDMA/CDMA/MIMO finally reaches its
over several tens of kilometers may have a capacity of ontptimality bound, a contention avoidance method must bd use
several tens of bits per second, while a short-range systamhe MAC layer to meet the demand.
operating over several tens of meters may have several ten®n top of FDMA/CDMA/MIMO, it is possible to imple-
of kilobits per second. Compared to radio or wired links, iment time division multiple access (TDMA) or random access
both cases bit rates are significantly lower. protocols (e.g, CSMA, ALOHA and slotted ALOHA) as the
ntention avoidance method. However, carrier sensingtis n
ective in the UW-A channel due to long propagation delay,
Qnd thus CSMA may not be viable. The lack of CSMA
increases the vulnerable interval in under water acousA€M

. . . . 0

The signal propagation speed in the UW-A channel is on5+f
1.5x 102m/sec, which is five orders of magnitude lower tha
radio propagation speetix 108m/sec in the air. The incurred

huge latency exceeds the counterpart values in satelliie raby orders of magnitude with respect to radio based MAC

Eo;nmunlcatlonz. For texatmple, t.?te S'gnéil propagatmtrr]]d?rte rgtocols. The usual remedy to overcome this problem is
etween an underwater transmitter and a receiver that ar 'gMA type transmission (like in satellite channels). Howev

kilometers apart is comparable to the one between the e e
and the moon in radio transmission. This huge propagatienz%W
lay has great impact on network protocol design. As the hugger
end-to-end round trip time (RTT) becomes the performangﬁcc
bottleneck, many common network protocols do not work
expected if they are directly ported from radio networks.

synchronization is1ot possible in processing deprived
nodes. Thus, transmissions must be randomly scheduled
very large intervals to achieve reasonable chance of
ess over a multi hop path, which in turn leads to very
throughput. Therefore, in this paper we choose “pure
ALOHA" as the contention avoidance method in our analytic

Network assumption Each UWSN node should be a low-and simulation study.

cost embedded system equipped with necessary sensing d&yppose an ALOHA nod@ starts transmission before the

underwater sensor nodes, except those nodes closely mlougtgnsmissions are dropped in the colliding area. The time of
on the sea floor, are with random mobility at a low or mediumg|lision occurrence®.) must be

speed. From empirical observations, underwater objects ma
move at the speed of 2—3 knots (or 1.0-1.5 m/s) in a typical T. = T, + 1,

ocean current condition. whereT, and T, are transmission time and one-hop propaga-

An UWSN has at least one command center (sink) whidlon latency, respectively. Two transmissions will not licts
disseminates commands to the network and meanwhile cibltheir starting moments are separated for more thaitong.
lects sensing data from the network. Except this imperatil®e radio networks;;, can be ignored within short distance, so
centralized control, the other components of the UWSN alfe = 7. But in underwater networks, we will show that the
tetherless and self-organizing. term T, is now a decisive factor.

We assume that network is dense enough such that there i§0r the ease of analysis, let's study ALOHA in the unit-
no partition in the network and there is sufficient redundanéjiSK transmission model. Acoustic transmissions withia th
of paths between the sources and sink. This implies thatQR€-hop disk of radiust are received by the recipients, or the
a network locality there are usually some redundant netwoPRCket is dropped. Let = 1500m/s denote the propagation

members. speed of underwater acoustic signals.
At physical layer, currently we assume omni-directional T —T +§
. . . . . . - c x
acoustic transmission and reception. Directional trassion v

and reception will be addressed in future work. We assunte thaAs surveyed in [11], the underwatdr, depends on the
majority of underwater nodes are connected with tetherlessmmunication range and usually is presented as the bound
acoustic links, rather than wired links. In terms of botlof range-rate product (i.e., 40 km-kbps according to [11¢X
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Fig. 1. Distribution of contention avoidance
time with a = 0.5

¢, denote the size of a packet, and th&n~ ﬁ_@%ps. Then
we have
2 1
T.~R- 1
¢ (40km-kbps + 1500m/s) @

In IP networks, a TCP/UDP packet is less thatb00 bytes
long, then the transmission time is at m&%&f{’/’? =

3-10~*s/m. This maximal value is significantly smaller than

the counterpart propagation latenty(1500m/s) = 6.67 -
10~%s/m.

In a nutshell,7}, dominatesI;, below the water surface

Let's assume that, in order to avoid collision, each node

must wait at leasfl;, time to transmit next packet. Clearly,
T, must be greater thafi, to make the collision avoidance
strategy work. Letm denote the value}lb, which is similar
to the back-off window size in some collision avoidanc
MAC protocols. We want to see how the valueref affects

the probability of a successful packet transmission with ng

collision.

This problem can be mapped into tleéassic occupancy
problem[17]. Given that there ares balls (i.e., contending
transmissions) and» bins (i.e., collision avoidance window
size), we can deriveP,., the probability of at least one
coincidence (i.e., two balls collide into the same bin):

(n)
P.(m,n)=1- m

mn
where for positive integers:, n with m>n, the numbern ()
is defined asn™ = m(m —1)(m —2)--- (m —n+1).
Whenn is less than,/m, andm is sufficiently large,
71,2
P.(m,n) ~ 1—e¢ 27

Thus the probability of a transmission with no collision:

n2

Po=1—-P ~ e 2m,

In practice, Py must be larger than certain valug > «,

I

Fig. 2. Per-node success probabilityPs,. for
a flood (transmission range R=100m)
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Fig. 3. Per-node success probabilityPs,. for
a flood (transmission range R=1000m)

Let Ad denote the average node density in the network (i.e.,
an average node ha&d — 1 neighbors within its one-hop
communication range)Ad = n is the number of contending
transmissions in our analysis. The required collision @ance
time

Ad?
—2Ina )

Figure 1 shows the distribution of the number of slots
according to Equation (2). Clearly, for any constantthe
appropriate collision avoidance time increases rapidlyhas
communication rangé& or average densitAd grows.

T, =mT. > ((34+6.67)R-107%)

Now let's study how network floods are affected. Network
floods in ad hoc networks are implemented by un-ACKed
wireless broadcasts. Such a broadcast transmission is lost
due to collision with no link layer automatic re-transmissi
?ARQ) support. Unfortunately, the chance of collision isino
negligible unless we use a huge collision avoidance window
ze m. Let's analyze how the settings of parameterand

Ad affect the quality of flooding.

During a network flood, the maximal number of flooded
packet received on an average node is the number of its
neighborsAd—1. The flooded packet fails to reach the average
node if all these packets are lost due to collision. Thus with
per-node failure probabilityP;.;;, the flooded packet fails
to reach an average nodg€y,; is computed on the failure
probability of all Ad — 1 transmissions:

_Ad?.T,

. Ad—1
oo = (1)

- =

As a result, with per-node success probability,.. = 1 —
P;q1, the flooded packet can reach an average node.

Figure 2 shows howPy,.. is affected by the collision
avoidance timé} and one-hop transmission rangeFigure 3

Pfail

_ Ad2?.(9.67R-10—%)
2Ty,

e.g.,a = 0.5 to ensure that packets are more likely to bshows that the collision avoidance tinlg increases a scale

received without collision rather than dropped in the codesd

channel. The referential is the value used in radio networks

(whereT, dominatesl}), and

2
n

> .
m= —2na

(10 times) if the transmission rangRB increases a scale.
In particular, given a reasonable node density rafige0]
and reasonable transmission rarjg@)..1000]m, the collision
avoidance timel, must beseveral seconds to guarantee a
successful floadBoth figures show that a flooding process is
inefficient in latency, thus the entire flooding process isyve



slow. If the sensor nodes are moving in a scalable netwdsk not enough. To reduce the number of on-demand floods
(which implies more hop counts), then the overall floodingnd to cope with random node mobility, we usemmunity-
delay increases proportionally to the sl@y and the network to-community forwarding14], a dynamic unicast-based path
diameter. This implies more stale routing status and margero management technique, to avoid packet floods (except one or
outages. On the other hand, if we want to limit the collisiotwo expensive but indispensable bootstrapping floods)llin a
avoidance timd;, to implement a faster flood, then the successases, UWD seeks to avoid acoustic transmissions unless they
probability Py,,.. is exponentially reduced towards zero wheare indispensable.

the node density or transmission radius increases linearly

In our analysis, the failure probability is computed in gverB. Design details
one-hop neighborhood. Thus it doesn’t matter whether the wp has 6 packet types:NITEREST, SINKDISCOVERY
flood is a network-wise flood or a limited-range controlleg)y;casTREPLY. PROBE. TAKEOVERHAPPENSand B/ENT-
flood (e.g., using a Time-To-Live field to limit the hop count)reporT Only the first two are flooding packets transmitted

A flood fails with non-negligible probability in the intende 1, MAC broadcast. The others are unicast packets with ACKs
neighborhoods. In a nutshedl,flood in UWSN cannot be bothgjmijar to 802.11. They are used in the following scenarios.

efficient and reliable Therefore, if flood is ever used in an . _
UWSN protocol, the network incurs major overhead to makgitial floods. Initial floods are expensive and needed only

each flood work and thus achieves very poor efficiency. ~ at the beginning phase of UWD. Initially a sink (command
center) floods an NTEREST message to the network. An

I1l. DESIGN INTEREST message contains monitoring information such as
a monitored area, types of events, a report interval and
. : . . %xpiration time. For example, given a task of monitoring a
multi-hop ad hoc routing and in-network processing prOt0C9vhaIe underwater, an exampl&EREST command [8]is :

with nq{ p][oact(ijve rouotlir;lg rgeslstqged ex'charég'e a{mjj!igiblell tt pe(whale), interval(5s), duration(15s), rect(0,0,100) and
amount of on-demand floods. It is designed in a minimalis pire(17:00 July 6, 2005).

framework, which assumdwmmogeneous GPS-free noderal After INTERESTdissemination, there are two possible sce-

:ar}domfnlcl)d? TOb'LEYS'nce e:jlgr: ;E)(l)wered mobile ”to_d?s haVﬁ’arios depending on whether a sensor node can detect an event
o forcefully follow the unpredictable ocean current in i within a time thresholdl" (roughly the estimated time for a

In this section we propose Under-Water Diffusion (UWD),

scenarios). node to roam out of a one-hop neighborhood). If the intedeste
event is detected withiff’, a source node can send data to
A. Design Principles the sink via the shortest latency path. We name this one the
The UWD protocol design is non-intrusive. It is guided bymmediate Report ProtocdIRP).
the following design principles. On the other hand, if the interested event happens after

time > T, routing entries are already stale. The node must
Bgain issue a IBKDISCOVERY message (similar tRREQ

njessage in an on-demand routing protocol) to find the optimal
route towards the sink. The sink node will respond with a
UNICASTREPLY toward the source. As the reporting happens

No proactive routing message exchange. In the UW-
A channel, the cost of proactive packet exchange could
more expensive than flooding. In radio networks, chann
contention can be ameoliorated by using small-size pagtets
reduce packet transmission del&y). Unfortunately, reducing . ) .
transmission delay’, is less useful below the water surfac ha dellayed fashion, we name this one Delayed Report
because propagation latendy is now the dominant factor rotocol (DRP).
that affects the channel condition (ref. Section 1l). Theato UWD only has two types of flooding messagesSTEREST
number of transmissions is a more important metric now. and SNKDISCOVERY. In either IRP or DRP, anNTEREST
Proactive routing incurs network-wise transmissions pé& only sent once (as described below, changes made to the
proactive intervall;. Clearly, proactive routing incurs varioussame interest are piggybacked intoall@dASTREPLY message
amount of transmissions if; varies. However, in a mobile from the sink to the source). In DRP, a source proactively
underwater network like UWSN, a largé}; means more stale sends a 8ik DISCOVERY message when it detects an event.
routing state, while a smalleéF; means more severe channeThen the sink reactively sends back alldASTREPLY. The
contention. In contrast, in UWD multi-hop acoustic paths aefficiency of the proposed UWD protocol rests on the fact that
created on demand when a set of sensor nodes detect an eWdMD limits the use of flooding unless it is necessary (the
It is a purely on-demand design with no proactive routingpitial setup). This is achieved by virtue of the commurtiby-
message exchange. community forwarding approach.

Reduce the number of packet transmissions to minimum Community-to-community forwarding. This forwarding

to avoid acoustic collision. To further reduce the number ofapproach exploits two innate characteristics of wireless s
transmissions, UWD leverages existing in-network processisor networks: (1) redundancy of deployment and (2) omni-
supports which aggregate homogeneous sensing reports adigectional signal propagation in wireless channels. gl
inated from the same set of sources. This mitigates chanshbws the simplest example of a forwarding community be-
contention, especially in stationary scenarios. Nevégtisgthe tween a sourced and its sinkC' that is two-hop away. In a
combination of on-demand design and in-network processiBeD UWSN, the community area is defined by the intersection
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nation
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route towards the sink sets up a path

Fig. 5. Under-Water Diffusion: Delayed Report Protocol (DRP)

(d) Event report

UNICASTREPLY can be delivered between the source and its
sink if the probing intervall},, .. is sufficiently small.

Example 1:Suppose the source uses a controllezbBe
flood (not network-wise flood, also in this example, not
unicast) to notify the sink. In such a controlle&k®sE flood,
only current community members of the interest forward the
PROBE packet. This way, the flooding overhead on all other
non-community members is saved. Since the needed commu-
nity flags have been set previously in the initial community
configuration or the previous probing rounds, the contdlle
PRrROBE flood is approximately equal to a network-wise flood
if Tprove 1S sufficiently small. O

Fig. 6. A single forwarding community: any node in the shaded region
can forward a packet betweenA and C

SSSSSS ’ ‘ <> VR Instead of using the controlled flooding described in the
° N/ example, in the real designrRBBE is unicast. From the
I ) ' community protection described below, this protected astic
effectively replaces the controlled flooding design.
If the current forwarder fails to forward a R®BE or

of three transmission balls oft, B and C. Those nodes UNICASTREPLY packet within 7, time, then the current
who physically present in the community area aoenmunity community members seek to take over the current forwarder.
membersthat can forward a packet betweeh and C. As Here “take-over” means that a community member competes

depicted in Figure 7, this approach can be extended to a chirforward the ROBE or UNICASTREPLY, with the sender’s
of forwarding communities along a multi-hop path. MAC address set to the community member’s and receiver's

MAC address unchanged. In other words, it tries to become
Community configuration and re-configuration. Commu- the current forwarder. Since there are possibly multipleta
nities are formed during the first\JCASTREPLY between a over contenders, a collision avoidance process is needed to
source and a sink. In practice, MCASTREPLY packets are decrease possible take-over collisions. The take-ovaistri
added with a 16-bitiop_count field. The field is reset to 0 use a collision avoidance time window at a proper level that
at its originator, and is increased by 1 at each stop. Simply calculated according to the deployment settings (sévera
by passive and local monitoringthe community members seconds in Figure 2 and tens of seconds in Figure 3). This
set their community flags upon hearing three consecutivgy, even though a take-over trial takes relatively longetim
UNICASTREPLY packets of the same interest. (compared to radio networks), the trial succeeds with high
robability. Once a unicast trial is ACKed by the next stop,
Il other competing trials stops after the competing sender

¥&ar the ACK. Then the unicast take-over trial successfully

Fig. 7. Chain of forwarding communities

To cope with node mobility, we use proactive probin
unicasts to reconfigure the dynamic communities. The sou

is responsible to send out arBBE unicast everyT,, .

interval. This is because the source knows whether there ar

further EVENTREPORTS. The sink responds with aNUCAST-
REPLY. The following example shows thatRBBE and its

reglaces the original forwarding.

The probing intervall),,.;. is adapted with respect to
network dynamics. Whenever a take-over action succeeds, the



Messn:e Mess_nze Aggregated

lessage Message Agardats is, the system parameter is the number of network nodes
7T sinkDiscovery (i.e., network scale).

Underlying network model Some stochastic mobility models
are able to achieve a uniform spatial distribution [1] (iEyh
directly choose a destination direction rather than a dastin

point and allow a bound back or wrap-around behavior at
the border of the system area). However, the others, such as
random way point (RWP) model [2] [3], are not. This means
that the probability distribution function (PDF) of a mabil

taking-over node sends a sho’KE OVERHAPPENSreport to node’s presence at each possible locatidadation dependent
the source. The source decreaseg};%be by a |arger value (non'uniform)rather thanuniformin typlcal scenarios.
(e.g.,100ms) upon receiving every such take-over report, and For a network deployed in a bounded system area, let the
increa_seg“pmbe by a smaller value (e.glOms) if no take-over random variable€? = (X, Y) denote the Cartesian location of
report is received within the most recent second. As frejueh mobile node in the network area at an arbitrary time instant
take-over actions indicate more network dynamics, the limg. Then we treaip; as a mobile node’s arrival rate of each
heuristic scheme seeks to maintain fresher communities $nding “position”. Hence the random presence of mobile
launching more probing requests. Meanwhile it also seekshedes is modeled by apatial Poisson point proceds]. If
decrease probing overhead when the communities en rotitere areN nodes in the network and each of them roams
are relatively stable. As a result, even if the number dfdependently and identically distributed (i.i.d.), thep =
SINK DISCOVERY floods per interest is not ideal in the realV - p1. Letz denote the random variable of number of mobile
world (1 in the ideal IRP or 2 in the ideal DRP), this heuristi®odes in an area. The probability that there are exactigdes
community-based scheme significantly reduces the floodiliga specific aread following a uniform PDF is

fre : k

duency ) Priz=k] = (ox A" e PNA,
In-network processing. When a $NKDISCOVERY, PROBE k!
or EVENTREPORT is forwarded towards the sink, it is oftenThe probability that there are exactly nodes in a specific
the case that other sensor nodes nearby the Center of Ssimalea.4 following a non-uniformPDF is
(CoS) of the event also detect the same interested event and k
try to send the same message to the sink. In UWD, multiple Prix =k] = // (pfj.e—mv> dA
SINKDISCOVERY or EVENTREPORT of the same interest are o\ R
aggregated together if their timestamps are within a tinygherep, = N - p; is computable in simulators like NS2 and
thresholdt (which is proportional to the motion speed of th&)ualNet given a specific locatiad’, the distribution PDFp;
interested target). The aggregator node remembers theethergnd the finite element analysis [24].
incoming links in its soft state. Then the lateNIEASTREPLY
from the sink on the reverse direction will be replicatedie t Minimize the number of on-demand floods By simple
previously merged links by the aggregator. geometric calculation, we can see that the geometric size of

In addition, any ROBE message is aggregated into ongoan average community is:
ing EVENTREPORT, and any RKEOVERHAPPENSreport is o <7r \/§> 2

avg

(a) Multiple sources detect the same (b) SINKDISCOVERY aggregation
event

Fig. 8. In-network processing

aggregated into ongoing UCASTREPLY whenever possible. 37 o
C. Negligible on-demand flooding in UWD Therefore, the probability that an average community area

In this section we prove that UWD only has negligibIeA“”g has exactlyk nodes is

amount of on-demand floods. Priz =k = // </;§_epN> JA.
Aavg :

Net-centric “negligibility”  The concept of “negligible”,
which is sub-polynomial with respect to a pre-defined system |, UWD. the failure probability of ROBE or UNICAST-
parametern, is widely used in modern complexity theory tOREPLY pac’ket forwarding at each hop is
quantify theasymptotictrend of a function.

Definition 1: (Negligible): A function x : N — R is P — Prip=0] = // Py dA
negligible if for every positive integer, and all sufficiently failhop '
largen’s (i.e., there existsv,, for all n > N.),

avg

The failure probability of route maintenance, that is, thig f
p(n) < e = ure probability of a probing source fails to receive the aagni
Intuitively, a negligible quantity is smaller than 1 overyanback WINICASTREPLY iS Praitprobe = 1—(1—Praitnop)** Where
polynomial when the input parameteris sufficiently large. d is at most the constant network diameter.
For example, whem increases polynomially (e.g., linearly), Let's prove thatPraiprore = 1 — (1 — Praitnop)>® iS also
a quantity exponentially decreasing toward 0 is negligibie negligible. GivenP; .., is negligible, which is less than any

this paper, we adopt a net-centric notion of “negligibilihat ~ given 5 whenp(x) is a positive polynomial. Now we repeat



polynomial times (here is a constaht) of this operation, then the impact ofabsorptionis so small that in this paper, we only
the probability of failure is given by simulatespreadingeffects.
1= (1= Ppo; )p(z) For the MAC layer we used the simple MAC defined in
Jailhop ns-2. Since large propagation delay of acoustic waves makes
For any given polynomial(x), by assumption, there is acarrier sensing ineffective, we removed the carrier sensin

sufficient large integeV. > 0, such thatPy,iinep < m part of the simple MAC, and non-slotted ALOHA with fixed
as long ast > N.. Then we have collision avoidance time was used. Collision avoidancestim
) () predefined based on network density and in our simulations,
(1 = Ppaithop)’™ > (1 — ) S e~ we used 1 second. The data rate is setli®kbps which
’ p(2)q(x) is the payload data rate of an off-the-shelf acoustic modem

since(1 — 1) > ¢~! wheny > 0. (LinkQuest UWM2000 [15]) and transmission radius was set
i
AccordinJg to Lagrange mean value theorem, for safnet0 100m.

such that < £<z, there must be > — 1 = —z(e~¢) > —z. Besides physical and MAC layers, we need to consider
We have “mobility” of sensor nodes to simulate realistic movement
(1= Praitnoy)?™ > T > 1 R patterns of sensor nodes in underwz_;lter. In the oceanographi
v q(x) literature, trajectory of an ocean drifter, e.g. a sensateno
' Therefore is often modeleq as r_’no_vemgnt in response to current a_nd
' 1 turbulence [7]. Given limited time and space scale, which is
Praitprobe = 1 —(1— meuwp)p(z) < m the case for our simulations, turbulence is the dominargefor
for any p0|yn0mia|q(l‘) whenz is Sufficient|y |arge_ and in fact, turbulent diffusion is often modeled with rando

In summary, only with the negligible probabili®;zprobe, yvalk. Oce_an models_ are develop_ed to capture ocean currents
an expensive network I8k DISCOVERY flood is invoked in in “oceanic” scale in mathematical models. Also in such

UWD to ensure mobile ad hoc routing_ models, sub unit (Where the unit is usua]Jymz) motion is
often regarded as turbulent diffusion, thus modeled asamnd
IV. SIMULATION STUDY walk [13]. Therefore, we used a random walk mobility model

In this section, we perform a simulation study to validate ol O simulations with speed of 145/s.

protocols. First we describe details of “underwater” siatigin
environments. After explaining metrics of interest, weleage B. Methodology
how UnderWater Diffusion performs compared to Directed We compare our protocol with Directed Diffusion using the

Diffusion. following metrics: average event delivery delay, distiagent
delivery ratio and average overheaterage delaymeasures
A. Simulation Environment the average event latency that is the time between sending an

The underwater acoustic channel is significantly differefiyéNt at a source and receiving the event at a sink. Thisenetri
from wireless radio channel and thus in this subsection vb%used to measure how timely the report is to (assuming that
describe how we enhanceds-2 simulator [18] to support the report is time sensitiveDistinct-event delivery ratids

underwater simulations. To this end, we modified both phaysi¢l€ ratio of the total number of events received by the sink

and MAC layers of the wireless network simulation stack dp the number of events sent by the source(s). This mgt_ric
ns-2. In addition, we discuss a mobility model for an UWSNSPOWS how the proposed protocol reacts to the node mobility.

In the physical layer we modified the signal propagatio(ﬁverage overhea_dneasure; the average number (?f pack_ets
model in terms of propagation speed and transmission loSENt Per node. Since a major source of overhead is flooding,
First, the speed of sound in underwater is a function is metric is used to show how our protocol limits the use of
temperature and pressure as presented in [12]. For routlip9ding compared to Directed Diffusion.
estimations of a shallow UWSN, however, a speed of sound 1@ evaluate such metrics, we set protocols as follows. In the
of 1500 m/s is adequate. Therefore, we simply chang@@se of D_|re_cted Diffusion, interests g_nd exploratory 1ages
SPEED.OF_LIGHT to 1500m/s. Second, the intensity of the Were periodically sent to handle mobility. We used two pesio
acoustic wave signal is reduced with increasing range fi3f Poth interests and exploratory events. Note that exptoy
the following reasonsspreadingand absorption[12]. As the ©VENts are used for setting up a new path (through positive
intensity at rangeR is given by the poweP per unit area, the reinforcement) and interests are used for creating forward

acoustic intensity is reduced in proportion to the squarthef 9radients to the sink. This allows us to see the impact of
range (spherical spreading). In addition, reflections fien € interest period (IP) and the exploratory event peride)(E

sea floor/surface spreading reduces the intensity (cytiakr N the simulation, the IP was either 15s or 45s and the EP
spreading). Thus, transmission loss (TL) between spHeri s either 15s or 458. Because an exploratory event uses

and cylindrical spreading can be denoted in decibel form Raths created by interests, we used only combination&Pef (
10log R. Another source of transmission loss is absorptiorr>S EP-159 and (P-45s EP-459 which we callDiff-15 and

When 0p_eratmg fr_equenC|es are b_elow 500 KHZ’_ as mOSJ&We can further shorten the period, but we should note that such
commercial acoustic modems do, this happens mainly duefigyuent use of flooding in underwater could make the whole network
ionic relaxation ofM ¢SO,. However, compared tspreading collapse.
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Fig. 9. Performance comparison between Directed Diffusion and Uner-Water Diffusion

Diff-45 respectively. We used the window for the negativBowever, the impact is less than 10% of the original delivery
reinforcement to be 5 seconds. In the case of UnderWatatio.

Diffusion, an NTEREST message was broadcast once at the Fig. 9(b) shows the average delivery ratio as a function of
very beginning. For the period of eRBBE message, we usednetwork size. Unlike a GSN where an event delivery ratio is
the same period as Directed Diffusion for the fair comparisqose to one, mobility in a UWSN incurs packet losses, thus
and thus we used 15s and 45s intervals which welB4ID-15  making the ratio less than one. While the delivery ratio of
and UWD-45respectively. UWD with 15s probing interval is above 90%, that of Directed

To study the performance as a function of network sizgjiffysjon is less than 30%. In most cases, community-based
we generated various sizes of sensor fields. To this end, fgfwarding takes care of node mobility, but there could be
each experiment we use four different sizes of sensor fielgig cases that before a route management packet reconfigures
ranging from 50 to 250 nodes in increments of 50 nodes. Aspath, the path could be broken. If that happens, we must
a default, we deployed 50 nodes in a field d¥(#m x 500m  proadcast Sik DISCOVERY again. In our simulation, route
square area. For other sizes of fields, we kept the same "etWiWanagement is carried out every 168ND-15 or 45s (JWD-
density and scaled the size of a sensor field. For instance,4?g and WNICASTREPLY timeout value is 5s<total 20s or
the case of the network size of 200 nodes, we scaled the fig@s)_ In addition, we need to floodiN& DISCOVERY and
to 1000m x 1000m square area. Event sources were locatgfst receive WICASTREPLY again total 10s). This roughly
in a 100m x 100m square area of the top left corner of thakes a total of 30s or 60s, and thus we are losing up to 6
network and a sink is randomly selected from the ”etWOVK-JWD-lE) or 12 (UWD-45 packets. With 15s period of route
Sources generated an event every 5 seconds and the size rﬂfaﬁagemem’ we can achieve above 90%, but if we set the
message was 128B. We ran simulations for 200 seconds %@#iod as 10s, then we achieve nearly 100% (it is not shown
each metric was measured by averaging 30 runs. in the simulation results). As shown in the figure, in cortiras

if we set the period as 45s period, then the event delivery rat

C. Evaluation is decreased to around 60%.

The average delay for an event is shown in Fig. 9(a). TheFinally, Fig. 9(c) shows per node overhead as a function
graph shows that the average delay increases in both pteto@) network size. Unlike Directed Diffusion where its heavy
as we enlarge the network size, which is done by keeping tHe€ of flooding to handle mobility incurs cons@erable per
same network density and scaling the size of a field. Thus, difede overhead, UWD reduces such overhead with help of a
to large propagation delay and low data rate, the longer th@mmunity based for_wardmg mechanism. For instance, Diff-
average distance between a source and a sink, the longerkpdncurs almost 4 times larger overhead than UWD-15. In
average delay. It is interesting to note that since a paakgtc the case of Directed Diffusion, we can roughly estimate the
be forwarded with help of communities, Directed Diffusioftumber of floods due to its periodical flooding. During 200
exhibits shorter average delay than UWD. For each takeov@#conds of simulation time, roughlyiff-15 and Diff-45 use
a community member must wat- 7, = 0.134s and thus the flooding 26 (Interest 13, Exploratory13) and 8 (Interest4,
more the takeovers, the longer the average delay. In refality Exploratoryx4) times respectively. In contrast, UnderWater
a given packet, the number of experienced takeovers islysu&liffusion utilizes unicast probing (MICASTPROBE), thus
small and thus this will not harm the overall performanclinimizing the number of flooding. In our simulations, the
of our protocol. If an application is delay sensitive, we cafiVerage number of_floods was less than 4 even in the case of
use the following heuristics. While a packet is forwardelfWD-45 Note that in UWD extra packets are sent only when
toward the sink, each forwarding node can check a maximu#rPacket is forwarded with help of community members, and
allowable jitter. If the current delay value is higher tharet €xtra floods happen only when a source node fails to receive
maximum allowable jitter, a forwarding node simply discargthe UNICASTPROBE packet. Therefore, we conclude that thg
the message. In our study, after removing outliers, we égortgr the route management period, the better the relativ
able to achieve roughly the same average delay as Direcfdgctiveness of our protocol.

Diffusion, but this, in fact, decreases the average dsfivatio; In summary, our simulation results confirm that reducing the
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number of floods is a key design choice in designing undehe heavily-contended narrow-band UW-A channel, CSMA or
water sensor network protocols. We show that in underwatether random access protocols can be used as the last resort
Directed Diffusion which manages mobility using periodicato implement collision avoidance. In particular, in UWD we
flooding, is less efficient because of its heavy use of floadingely on unicast transmissions, which are known to be coltisi
Our proposed protocol, on the other hand, by limiting flogdin resistant (by adding RTS-CTS support) and collision recov-
we can increase overall delivery ratio and reduce per nodeble (by MAC ACK and ARQ). This collision avoidance
overhead. and collision recovery supports are complementary to CBMA
channel orthogonality supports.

V. COMPARISON TO RELATED WORK

. VI. SUMMARY
In small-scale Underwater  Acoustic Networks

(UAN) [22][20][23], the first attempt to realize a underwiate We have proposed a new Under-Water Sensor Net-
acoustic sensor network is made. In [22], each node mamtaimork (UWSN) architecture. Unlike the existing Underwater
a neighbor table and feed the table to a centralized siAkoustic Networks (UAN), this new architecture uses large
(master node), who then build a routing tree. In a sensoumber of unmanned low-cost sensor nodes to locally monitor
network with random node mobility, this design has to usend report non-accessible underwater events in a timieadrit
a proactive neighbor detection protocol to constantly takeanner. However, due to the large propagation latency amd lo
fast snapshots of the mobile network topology. Howevasandwidth of the challenging Under-Water Acoustic (UW-A)
as we have analyzed in Section lll, a proactive neighbohannel, new models and protocols are needed at most protoco
detection design can be more expensive than flooding. Natack layers.
that the propagation delay), is the dominant factor in In this paper we study multi-hop packet delivery, an essen-
channel condition evaluation, reducing the transmissielayd tial network component including mobile ad hoc routing and
T, for those short neighbor detection messages does wdata centric in-networking services. We show that flooding
have a great impact on improving the channel conditiosannot be both reliable and efficient. Because current GPS-
Besides, the neighbor detection messages are transmifie@ routing and diffusion schemes rely on (network-wise or
in MAC broadcast, but not in MAC unicast because of theontrolled) floods, a direct application of these schemis fa
unpredictable mobile neighborhood. Like flooding messagegith high probability.
the MAC broadcast packet is dropped and the detection failswe propose Under-Water Diffusion (UWD) to answer the
with high probability. challenge. UWD takes a minimalist's view. It assumes ho-

Xie et al. [23] tried to improve some of the problems ofmogeneous GPS-free nodes (i.e., without the help of het-
the aforementioned work [22]. Instead of using the proactierogeneous backbone nodes with abundant resource), random
neighbor detection on every nodes, the sink (master nod®)de mobility and no proactive design. This is completely
takes the responsibility to periodically send out topologgifferent from terrestrial sensor networks, where eacthesé
discovery messages to acquire the current network topologgn-minimalist features can be used to gain performance. In
Such topology discovery messages deefactoflooding route  UWD, we seek to answer the multi-hop routing challenge
discovery messages, which cannot be both reliable and @ithout breaking the constraints. We use community-based
ficient according to our analysis. In [23] no mechanism i®rwarding and unicast ®oBE flows to cope with node
devised to reduce the number of floods. mobility and to reduce the number of floods per interest to

Salva-Garu et al. [21] proposed decentralizedmultiple one or two expensive initial floods. We rely on MAC-unicast
access scheme based on clustering for an autonomous netvi@ksmissions on the optimal paths rather than MAC-brastdca
of UUVs (Underwater Unmanned Vehicles). TDMA is usedransmissions in flooded areas. We avoid the use of proactive
for intra-cluster communication and CDMA for inter-clusteexchange. This way, UWD is able to minimize the number of
communication. Nodes in the network know their positionoods and the number of various other packet transmissions
(from cables). Based on the critical geo-information, ®@us to avoid looming acoustic collisions. Our experimentalits
are formed and maintained, then TDMA slots are allocatgastify the effectiveness and efficiency of our design.
and CDMA codes are distributed. However, TDMA is more
suitable to stationary, tethered or GPS-equipped networks
rather than to mobile, tetherless and GPS-free networks. A
pre-requisite of using TDMA in a mobile tetherless neighbor[1] C. Bettstetter. Mobility Modeling in Wireless Network€ategorization,
hood is to employ a proactive neighbor detection protocol to gg‘nﬂﬁﬂn'\i’c'g‘t’i%’r‘:?ébi?a’;g(g?srgfg%ﬁggﬁ?'\" Mobile Computing and
maintain up-to-date one-hop neighborhood knowledge. UWR) c_getistetter, H. Hartenstein, and X. Perez-Costaclgistic Properties
avoids the neighbor detection protocols. Besides, UWD can of the Random Waypoint Mobility Model. ACM/Kluwer Wireless
coexist with CDMA de§|gns (or MIMO designs in the fore- ?&‘g"égg_ gg;c'gc')c'iﬁue on Modeling and Analysis of Mobgieirks
seeable future). CDMAs code orthogonality allows muBipl (3 ¢ etistetter and C. Wagner. The Spatial Node Distidnuiof the
competing nodes access the medium during the same period. Random Waypoint Mobility Model. InGerman Workshop on Mobile
If the UW-A channel allows more CDMA transmissions, _ Ad Hoc Networks (WMANpages 41-58, 2002.

. . é4] J. Broch, D. A. Maltz, _D. B. John_son, YC Hu, and J. Jeteh

UWD simply allows the transmitter to send out the message. A Performance Comparison of Multi-Hop Wireless Ad Hoc Network
Otherwise, as the code orthogonality is quickly exhausted i  Routing Protocols. IRCM MOBICOM pages 85-97, 1998.
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