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The growth of the Internet has led to the development of critical network

services where erroneous processing or outages are unacceptable. The availability

and reliability of services such as online banking, stock trading, reservation

processing, and online shopping, have become increasingly important as their

popularity grows. Downtime and failures lead to unsatisfied customers and translate

directly into lost revenue for the service providers.

Fault-tolerance techniques use redundant components and/or redundant

processing to ensure continued correct operation despite component failures. Most

existing fault-tolerance solutions for network services do not provide fault-tolerance

for active connections at failure time, expect servers to be deterministic, or require

changes to the clients. These limitations are unacceptable for many current and future

network service applications. We propose a methodology for providing fault-

tolerance without the limitations mentioned above. Our solution, based on a standby

backup approach, is transparent to the clients and requires minimal changes to the

server OS and application.

We have used our methodology to add fault-tolerance features to two popular

xvi



types of network services — web service and video conferencing. Off-the-shelf

hardware and software components were used as the basis for both implementations.

Modifications to the OS network stack using Linux kernel modules provide fault-

tolerance at the connection level. At the application level, modifications to the web

server and multi-conferencing unit, respectively, provide application-level

synchronization and allow handling of non-deterministic server behavior. The

associated issues, challenges, and tradeoffs of our methodology are presented in this

work. The evaluation of our prototype implementations shows that client-transparent

fault-tolerance can be achieved with relatively low overheads.
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Chapter One

Introduction

The increase in accessibility of the Internet to the masses and recent

advancements in technologies such as broadband and wireless communication has

led to the development of a growing number of network applications and services.

Online banking, stock market transactions, airline reservation processing, retail

shopping, tax payments, and text messaging are just a few examples of services

now available over the Web. These services are becoming increasingly popular

and adapted into our culture and everyday lives. As the growth and adaptability of

these services continues to accelerate, users will become increasingly dependent

and expect online services to be reliable and always available. Hence, an increase

in the availability and reliability of a service will translate directly into increased

customer satisfaction and profits for the service provider.

This expected trend of increased demand for highly available and reliable

network services is consistent with the history of other ‘‘utilities’’ such as

telephony systems. At first, users are ecstatic to gain access to the service.

Failures and downtimes are mere inconveniences to be dealt with. As the

technology matures however, the users expectation of reliability grows. Hence,

large efforts were placed into making the telephony systems more reliable [Keis64,

Ketc65]. The same can be expected from network services. Users are already

becoming intolerant of outages and errors once common at the Web’s infancy. In

order to meet these increased expectations, extensive use of fault tolerance will be

required. Since the competition is often so easily accessible — only a click away
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— it can be argued that the motivation for building highly reliable network services

is in fact greater than other ‘‘utilities.’’

High availability and reliability has been the focus of a significant amount of

research and has led to development of some products. However, there are several

drawbacks that are prevalent in much of the existing solutions. Many

solutions [Ande96, Andr96, Dias96, Cisc99a, Cisc99b, Inte00, RND 1, Aver00,

Best98] focus on increasing only the availability of a service and not its reliability.

Redundancy is used to provide service to new clients that arrive after a fault.

However, the service state for active clients is not preserved and is lost if a fault

occurs.

Existing solutions that do increase reliability and recover active connections

often require changes to the clients [Snoe01, Frol00]. Because of the large number

of already deployed clients without reliability features (e.g, web browsers), and the

general tendency for the clients to be generic and not under the control of the

service provider, it is beneficial for reliability solutions to be client-transparent.

No client knowledge regarding replication or reliability features should be

required.

In this work, we present a methodology for increasing the reliability of

network services in a manner that is transparent to clients. We demonstrate the

reliability enhancement of two prototype off-the-shelf applications based on our

methodology and investigate the associated trade offs involved when building such

systems.
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1.1. Network Services

Network services are potentially composed of many different elements which

can be organized in several alternative ways. The architecture of the service

influences the way fault-tolerance and reliability features for the service are

implemented. Hence, it is important to begin with a high level understanding of

widely adopted architectures commonly used by network service providers.

In its simplest form a network service uses the client-server paradigm. The

client is the user of the service, and the server provides the requested service. The

communication between the two typically uses a request-reply protocol. A user

establishes a connection to a server and sends a request. The server receives the

request, processes it, generates an appropriate reply, and sends the reply back to the

client.

For Internet services, client devices are diverse (e.g., PCs, mobile phones,

etc.) and typically operate independently of the service. The client application is

also usually developed independently of the service, and tends to be general

purpose applications that can access many different services. At this time, the most

common client application used to access network services is a web browser.

Servers receive client requests, process them, and generate replies. Hence,

most of the processing and data storage required by the service occur on the server.

The server is typically controlled by the service provider and a single server may

simultaneously provide service for many clients.

Although a wide variety of communication protocols are possible, the

predominant protocols used on the Internet are TCP/IP and HTTP. TCP provides

reliable transmission of messages using mechanisms such as sequencing and

3



retransmission. HTTP is a one-to-one request-reply protocol which requires

reliable transmission, hence, it is typically implemented on top of TCP.

Internet

Client Client Client

Router / Load-Balancer

Server Server Server Server Server

Server Room

Figure 1.1: Typical Organization of Network Service Elements

For most services, a single server host does not contain sufficient resources

(e.g., CPU cycles, memory, etc.) to provide service for a large number of clients.

Alternate resources (i.e., server hosts) must be added to the service by the service

provider in order to achieve the desired service throughput. These server-side

4



resources must be organized in a scalable architecture with key factors being high

performance, low cost, and ease of maintainability.

Figure 1.1 shows a common architecture for network services. A pool of

independent server replicas is maintained by the service provider in a single

location, commonly referred to as a ‘‘server room’’. Each server is a replica in the

sense that it can provide the same service. Distributed storage or data replication

schemes are used to ensure that each server replica can access the same identical

data. Load-balancing techniques are typically used to distribute the client requests

amongst server replicas. Hence, the server pool will be capable of handling a

greater number of client requests, increasing the service’s throughput and

availability.

Client Web Server Back-end

Request Request

ReplyReply

Figure 1.2: Three-tier Web Service Architecture

Network services are often implemented as multiple tiers of servers

(Figure 1.2). For example, Web services are typically provided using a three-tier

architecture, consisting of: clients, front-end servers, and back-end server. The

division of a service into these components increases the ease of maintainability by

allowing for the independent and modular development of the service sub-systems:

clients for handling user interaction, front-end servers for request routing and

application protocol implementation, and the back-end servers for providing stable

storage and transaction processing.
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Router / Load-Balancer

ClientClientClient

Internet

Proxy

Front-end Server

Application Server Database

Figure 1.3: Multi-tier Service Architecture

The three-tier model can be extended into an n-tier architecture (Figure 1.3)

where additional service elements compose new tiers of service. For example,

proxies may be used to add new functionality such as content caching [Wess99],

improved request routing, or service content adaptation for specific client

devices [Schi01]. Another common example is the use of a front-end server as a

workload distributor. Tasks associated with a single client request are identified by

the front-end server and distributed among multiple back-end servers. The
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processing of the tasks can take place in parallel, increasing the system

performance and scalability. The results from the back-end servers are then passed

back to the front-end server, which combines them in a presentable format and

sends a single reply to the client.

1.2. Service Availability and Reliability

Service users often desire high availability, i.e., readiness for correct service,

and high reliability, i.e., continuity of correct service [Aviz04]. The failure of

service components can result in a service outage and in turn a reduction in the

overall service availability and reliability. The causes of service failures can be

divided into three types: network faults, client faults, and server faults.

1.2.1. Network Faults

Network faults encompass link and network element failures. A router may

fail or a wire may be cut. There has been extensive research on network reliability

and many fault-tolerance solutions are available. For example, redundant paths are

typically built in the networks to tolerate link failures. The network elements are

typically stateless and fault-tolerant protocols and recovery procedures have been

developed. In addition, end-to-end reliability protocols such as TCP are commonly

used to tolerate intermittent faults.
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1.2.2. Client Faults

Client faults involve the failure of the user devices that are used to connect to

the network service, or operator errors. Since these devices are typically

maintained by the users and are not under the control of the service providers, we

do not cover them. Building reliable client devices and applications and handling

operator errors are important issues, but are beyond the scope of our research.

1.2.3. Server Faults

The focus of this work is the transparent handling and recovery from server

faults. A server may fail due to the failure of one of its key components such as

memory, hard-drive, or power supply. Server faults may also occur due to a ‘‘site

failure’’ where the entire server hosting location fails, for example due to a power

failure or terrorist attack. Geographical replication solutions [Shen00] are required

to handle this type of failure. Our work focuses on recovering from faults that

occur within a ‘‘server room.’’ We assume faults to be isolated to a single server

host and use replication techniques with servers on the same subnet. Most of the

existing techniques used for handling server faults do not provide fault tolerance

for requests being processed at the time of server failure or they require

deterministic servers. These limitations are unacceptable for many current and

future applications of the network services.
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1.3. Client-Transparent Fault-Tolerance

The main contributions of this work are a design methodology for adding

client-transparent fault-tolerance to off-the-shelf implementations of network

services, and the evaluation and validation of prototype implementations based on

this methodology. Fault tolerance requires the ability to use alternate resources if

some of the resources being used fail. This is achieved by having replicated

(redundant) resources. The alternate resources must have a copy of up-to-date state

so that they can continue to provide correct service. As discussed in Chapter 4, the

basic approach used in this work is based on a combination of two well known

techniques: active replication and warm standby sparing. With active replication

(hot standby sparing) all processing is done by multiple replicas so that a spare

(backup) replica has up to date state and can take over processing with minimal

interruption. With warm standby sparing, the spare (backup) is active but does not

perform all the processing of the primary replica. Instead, the state of the backup is

kept nearly up to date using state updates from the primary. Neither of these

approaches is new and the ideas behind them have been used in fault tolerance

solutions for many decades [Keis64, Toy78]. The challenge is in applying these

techniques to the emerging network services field.

The main challenges for employing replication for network services

(discussed in more detail throughout this dissertation) include:

Client Transparency — Since clients may be developed independently of the

service or be already widely deployed (e.g., web browser or mobile phone), it is

essential to minimize any requirements from the clients. Standard clients without

any knowledge regarding replication or reliability features should be able to

9



communicate to and use the service using standard protocols such as TCP.

Furthermore, server failures should not cause any active client connections to fail.

At worst, the client should experience a minimal interruption to the service.

Handling of Non-Determinism — Simple replication requires the processing of

requests to be deterministic, i.e., processing of identical inputs to the system must

result in the production of identical output. While this condition typically holds for

most requests, in many practical systems it does not always hold. For example, the

service application may return the time of day or may use a random number

generator to determine the order of items on a list that it returns. Thus, the

processing of the same request on a different host or at a later time will not always

result in the generation of an identical reply. If this is possible, the service is non-

deterministic. In order to use replication with practical applications, sources of

non-determinism must be identified and the non-deterministic state changes on the

replicas must be synchronized.

Reusability — Given the complexity of the implementations of many servers, it is

advantageous if a solution can be used with existing off-the-shelf server

implementations with minimal changes.

Efficiency — A fault tolerance solution should minimize overhead during fault-

free operation and have minimal interruption time during failover and recovery

from faults. For example, duplication typically incurs an overhead of at least

100%. However, identification of critical state and replication of only those key

components can result in duplication overhead of less than 100% (as shown in

Section 4.6 and Chapter 5). Implementation choices, such as which aspects of the

scheme are implemented inside the kernel versus at user-level, can also have a
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large impact on the efficiency of the replication solution.

We have employed our methodology in two specific examples of network

services: a web service based on the multi-tier architecture discussed above, and a

monolithic centralized video conferencing server. Web services are transaction

based. Communication takes place over reliable protocols (e.g. TCP) and it is

expected that every request will receive a reply. Hence, it is imperative for the

fault tolerance solution to not lose any information and insure that every request

receives a correct reply in spite of a fault.

Video conferencing is typically implemented using a centralized conferencing

server. The server routes and adapts the media received from each client to other

clients participating in the conference. Without fault tolerance features, the failure

of the conferencing server will result in the loss of communication between all

conference participants. The reliability requirements for video conferencing and in

general multimedia services contain both similarities and differences from those of

a web service. In both cases critical state must be preserved (via replication) to

allow for seamless recovery from failures. The difference is that multimedia

services typically contain a combination of reliable and unreliable communication.

As discussed further in Chapter 5, reliable channels (e.g. TCP) are used for control,

while unreliable streams (e.g. UDP) are used for the media. Hence, some

unreliability in communication is inherently allowed and loss of some information

(i.e., media) due to a fault is acceptable. The goal for the reliability solution is to

minimize the loss and thus reduce the interruption time noticed by the client.
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1.4. Organization of this Work

The rest of this dissertation is organized as follows. We begin by presenting

existing availability and reliability solutions for network services and related

research work in Chapter 2. We discuss solutions aimed purely at increasing

availability, client-aware solutions, which unlike our work, have the drawback of

requiring changes to clients, and advancements in client-transparent server fault-

tolerance which have occurred concurrent to our work.

Chapter 3 presents our design methodology for adding client-transparent

fault-tolerance to off-the-shelf implementations of network services. We identify

several key characteristics of network services that should be taken into account in

designing fault tolerance schemes for these services. We show how to develop a

fault tolerance scheme as a composition of mechanisms that target or take

advantage of these characteristics, and discuss the associated issues and tradeoffs.

We have demonstrated our approach through proof-of-concept

implementations and their evaluation. Chapter 4 presents CoRAL, a client-

transparent fault-tolerant web service developed based on our design methodology.

CoRAL (Connection Replication, Application-level Logging) actively replicates

the communication connection state and uses application-level logging to preserve

user-level messages. CoRAL does not require any changes to the clients and can

handle non-deterministically generated server replies. We have measured the

performance overhead during fault-free operation (in terms of latency, throughput,

and processing cycles) and the recovery time from failures. In addition, fault

injection experiments were used to validate our fault tolerance scheme. The

design, implementation based on Linux and Apache, and performance

12



measurements and optimizations are discussed.

Chapter 5 discusses the use of our methodology for increasing the reliability

of a video conferencing server. Fault tolerance features are added to an off-the-

shelf implementation of video conferencing based on Linux and a H.323 multi-

conferencing unit application. Our implementation combines kernel modules with

small changes to the server application to efficiently preserve both the reliable

connections used for control messages and unreliable connections used for media

transfer. While the scheme is based on replication, the associated overhead is

negligible since the backup does not process the media streams. We present the

performance overhead during fault-free operation and impact of server failures on

the service provided to the clients.
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Chapter Two

Related Work

This chapter presents previous research work and existing products related to

the increasing of availability and reliability of network services. Early work in this

area focused on increasing only the availability of services. Replications protocols

for stateless elements [Li98, Knig98] (e.g., routers) and load balancers [Aver00,

Cisc99b, Inte00] are examples.

Recent research in the area has focused on increased reliability and correct

handling of every client connection and request, as is the goal with our work.

Some solutions are client-aware and require changes to the client OS [Snoe01] or

application [Zand02]. Other research, conducted concurrently with our work,

include similar high-level requirements as our work and use client-transparent

approaches to increase service availability.

In the rest of this chapter we look at the related work, discuss the differences

in approaches, and present the advantages and drawbacks of each solution.

Section 2.1 presents standard techniques used for increasing the availability of

network services. Section 2.2 presents solutions that increase both the availability

and reliability of network services. It includes discussion of solutions that are

client-aware (requiring changes to the clients) and client-transparent fault tolerance

solutions which share our goals. Section 2.3 discusses solutions that increase the

reliability of only some elements (i.e. backend servers) of a service. Finally,

Section 2.4 concludes the Chapter by looking at fault-tolerance solutions designed

specifically for video conferencing applications.
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2.1. Availability Solutions

In this section we describe solutions which increase the availability of

network services. The goal of this class of solutions is to ensure that in the event of

a server failure, future client requests are routed to and serviced by an alternate

server. These solutions do not have a requirement to correctly process every client

request. Hence, some client requests may be lost or not processed if a server fails.

Presented in the rest of this section are several techniques that can be used to

increase service availability. These techniques differ in the mechanisms used to

route requests to different servers.

2.1.1. DNS Based Load Balancing

The DNS mechanism used to map host names to IP addresses can be used to

route new requests to working servers. A client is typically aware of the host name

where its request is to be sent. This host name must first be resolved to an IP

address via DNS, before the client can actually send the TCP/IP packets containing

the request. It is possible for the DNS system to increase the availability of the

system by detecting faulty servers and not returning their addresses in response to

DNS queries.

If the service is composed of a pool of server replicas, Round Robin

DNS [Bris95, Katz94] can be used to increase availability by changing the host

name to IP address mapping depending on the state of the system. In standard

operation, Round Robin DNS replies with the IP address of a different replica for

each request, in a round robin fashion. As a result, client requests are load

balanced amongst the replicas. When a server failure is detected, the advertised
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host name is no longer mapped to the IP address of the failed server host. As a

result, new client DNS requests arriving after a failure will not be given the IP

address of failed servers.

The DNS aliasing method [Bris95] is a similar alternative to Round Robin

DNS. Instead of the DNS system returning a different IP address each time, it

returns several IP addresses with each DNS query. All of the addresses correspond

to identical server replicas, and the client can choose to send its request to any of

the addresses. Similar to Round Robin DNS, increased availability can be

achieved by removing the IP address of faulty server hosts from the list of aliases.

Alternatively, the client can choose to retry its request to another one of the IP

addresses should its first try fail.

DNS schemes require the client to re-issue its service request if it does not

receive a reply for a request. In practice, clients may continue to see the old

mapping due to DNS caching at the clients and DNS servers. This reduces the

effectiveness of DNS schemes since it may take a long time for DNS caches to be

updated.

2.1.2. Centralized Routers and Directors

It is possible to get new requests to working servers by sending them first to

routers (or directors) that are aware of the state of the servers and forward requests

to working servers. Conceptually, centralized routers [Ande96, Cisc99a, Cisc99b,

Inte00] are similar to DNS based schemes. However, centralized routers are more

effective at increasing availability since every packet passes through the central

router and is subjected to the scheme. As mentioned previously, DNS schemes
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have the drawback of having stale addresses (of failed servers) due to DNS caching

at the client or upstream DSN servers. This problem does not exist with

centralized routers since any decisions regarding failure detection or corrective

measures will be visible starting with the next arriving packet.

Centralized router implementations are typically based on TCP/IP packet

header rewriting. The service address is mapped to the router and clients send their

requests there. Hence, incoming packets from clients contain the router’s address

as the destination. Once the packets reach the router, the destination address is

changed to the address of the server that has been selected by the router. Also, the

packet source address is changed to be the router’s address, and the packet is

forwarded to the selected server. As a result, the server sees a packet as if the

router was the client. Therefore, the server uses the router’s address as the

destination in reply packets that it generates, and the reply packets are sent to the

router. The router maintains mapping tables of client and server addresses which

keeps track of corresponding client-router and router-server connections. Once

server reply packets reach the router, the mapping table is consulted and the

destination address is to the appropriate client’s address. The source address of the

packet is also changed to be the router’s address, so that to the client it appears as if

the router is the server and is sending it a reply. The router also checks the

mapping table for incoming client packets, and routes future packets from the same

client connection to the same server.

Centralized router and director schemes are typically used for load balancing

purposes. Hence, in addition to forwarding requests only to servers that are

operational, the router’s decision regarding server selection also typically includes
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a load monitoring component. The loads of a pool of replica servers are monitored

by the router, and the client request is forwarded to the least loaded server. Other

selection algorithms such as those considering request locality (routing of identical

requests to the same server) are also used.

The central router is a single point of failure and a performance bottleneck

since all packets must travel through it. Distributed Packet Rewriting [Aver00,

Best98] is a distributed implementation of some of the functionality that is

achieved by centralized routers. It avoids having single entry point by allowing

each server to act as a router, and having servers send their outgoing messages

directly to clients. Some of the router logic is implemented in each of the replica

servers. Each client is aware of the address of only one of the replica servers in the

pool. The distribution of addresses to clients requires running a load-balancing

scheme such as Round Robin DNS on top. When a server receives a client request,

it decides whether to process it locally or route it to an alternate replica. As with

the centralized schemes, the decision can be based on the load as well as on which

of the server replicas are operational. The source address in outgoing server

packets will always contain the destination address used by the clients. Hence,

from the view point of the client requests are processed by a single server although

in actuality they may have been routed to an alternate.
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2.1.3. Application-Level Redirect

With appropriate support in the application-level protocol, it is possible to

cause the client
���������

to redirect requests to working servers. For example, the HTTP

protocol [Bern96] contains a redirect directive that enables a server to direct the

client to try its request at an alternate location. A load balancing scheme can take

advantage of this feature by implementing a ‘‘redirector’’ node [Sury00]. Clients

initially are only aware of the redirector’s address. Hence, all client requests are

sent to the redirector. Upon the receipt of each request, the redirector chooses a

server and redirects the client to retry its request to that server. In some

implementations, the redirector can also act as a server and choose to process some

of the requests itself.

Similar to centralized routers, the application-level redirection approach can

be extended to provide enhanced availability by adding fault detection to the server

selection component of the redirector. The difference is that instead of directly

forwarding the client requests to the selected server, a redirect directive is sent

back to the client directing it to try its request at the selected server. To increase

availability, the redirector monitors the servers and does not redirect clients to any

faulty servers. Hence, faulty servers are effectively removed from service and the

overall availability of the system is increased. The redirector itself is a single point

of failure in this scheme. Therefore, there is an assumption here that the redirector

does not fail, or that it fails less frequently than the servers due to its relatively

simpler functionality.
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2.2. Availability and Reliability Solutions

Solutions that increase reliability as well as availability have stricter

requirements than availability only solutions. The main goal of availability only

solutions is to ensure that the service is quickly restored after a failure so that new

incoming clients can be serviced. With these solutions, a server failure will often

cause some of the client requests to be lost. As a result, some clients may not

receive a reply for their request or they may receive incorrect replies.

Solutions that provide increased reliability extend the requirements and

ensure that every client request is processed correctly, and a correct reply is sent to

the client. Replication is used to preserve the relevant server state over failures,

allowing for the recovery of requests whose processing was ‘‘in-progress’’ at

failure time.

Implementations of availability and reliability solutions can be categorized

into two groups: client-aware and client-transparent. Client-aware solutions

require changes to the clients at either the OS level [Snoe01, Sult01] or application

level [Frol00, Zhao01]. Clients are active participants in the fault-tolerance scheme

and their interaction with servers may differ from the communication performed

with standard off-the-shelf servers. Client-transparent solutions do not require any

additional or different operations from clients in support of the reliability

enhancement scheme. Thus, no changes to the clients are required.

The redundant resources of a service can be co-located or be geographically

distributed. Geographically distributed solutions are resilient to failures caused by

complete destruction of a server site, such as a terrorist attack or natural disaster.

However, the performance overhead is typically larger because communication
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between replicas must take place over the Internet. Also, on the Internet, IP

addresses are typically mapped to a static geographical location. Client packets

sent to an IP address will be routed to the same geographic location unless entities

which control the Internet backbone routers make changes to the routing tables.

Since service providers are unlikely to have access to Internet routers, client-

transparent solutions cannot cause client packets sent to the same IP address to be

routed to a different location after a server failure. Hence, client-transparent

schemes require either co-location [Aghd01, Aghd02] or a redirector [Shen00] that

is a single point of failure to the system.

We discuss the details of schemes which increase both availability and

reliability in the rest of this section.

2.2.1. Client-Aware Solutions

Several client-aware schemes [Frol00, Zhao01, Snoe01, Sult01, Zand02,

IBM 2, Evan03, Bilo03] have been proposed for increasing the availability and

reliability of network services. They typically involve the client in a fault recovery

protocol. The client is aware of server-side replication and is actively involved in

the fault-tolerance aspects of the system. In the rest of this section we discuss these

schemes in detail.

Frolund and Guerraoui [Frol00] increase reliability and recover in-progress

requests by using replication and a distributed protocol. Here, a three-tier server

structure is considered, and a protocol is developed to assure the exactly-once

execution of a client transaction. The developed protocol is similar to the two-

phase commit protocol with clients, as well as application servers (web servers)
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and backend servers, being active participants. Replicated application servers

receive a request from the client, and first send a ‘‘prepare’’ message to the

backend. The applications servers then reach consensus on the reply from the

backend, and move to the commit phase of the protocol. Subsequently, a commit

or abort message is sent to the backend and the client. The application servers use

‘‘write-once registers’’ for synchronization and reaching consensus. The drawback

of this scheme is that the client must retransmit the request to multiple servers upon

failure detection and must be aware of the address of all instances of replicated

servers. A consensus agreement protocol is also required for the implementation of

their ‘‘write-once registers’’ which could be costly, although it allows recovery

from non fail-stop failures.

Zhao et al [Zhao01]. have described a similar infrastructure for increasing

reliability in a three-tier systems. Their implementation is based on CORBA. The

front-end application server is actively replicated. A two-phase commit protocol is

used for the transaction processing communication between the front-end

application server and the back-end database. A user-level library is added to the

clients, enabling automatic failover to a replica application server in the event of a

failure.

Snoeren et al [Snoe01] developed a scheme that migrates a faulty server’s

active client connections to a working replica. The scheme is based on the

replication of critical server state maintained for each connection (e.g., request

URL and TCP sequence number) using periodic dissemination of the state in a

weakly consistent manner, and the ability to migrate active connection end points.

Server replicas are organized into ‘‘support groups.’’ A health monitoring agent,
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implemented at either the client or server site, detects failures and notifies each

server in a support group when a fault occurs. A server in the group is selected as

the destination host, and all active connections are migrated to that server. The

implementation is transparent to the application, however, kernel-level

modifications at all clients and servers are required for the implementation of

connection migration capabilities. Changes to the TCP state machine are

proposed [Snoe00], allowing a host to seamlessly migrate the transport layer state

of an active connection to a different host. The migration can be initiated by the

local host (e.g. server) or remotely (e.g. a client). In addition to the kernel-level

changes, a ‘‘wedge’’ or proxy on each server host relays TCP connections from the

clients to the local server. The soft-state maintained by each wedge is periodically

examined and information about each connection is sent to the the server support

group (i.e., replicas). Thus, if a server fails, a replica in its support group will have

both the transport layer state and applicable application level state, and will be able

to seamlessly take over the active connections.

Migratory TCP (M-TCP [Sult01]) is another client-aware scheme similar to

Snoeren [Snoe01]. The client can migrate the remote end-point of an active

connection from a faulty server to an alternate replica. Changes to the transport

layer protocol are used for the implementation. M-TCP is designed for increasing

system performance and lacks the synchronization of server-state that is required

for failover. Both server replicas are involved in the migration of applicable server

state and thus must be working correctly for the migration to take place. Hence,

currently M-TCP only increases service availability. However, it can be

transformed into a reliability solution with the addition of a server state
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synchronization on top. In general, the requirement to use a specialized transport

layer protocol at the client is a major drawback. It is obviously difficult to deploy

these solutions on today’s standard clients (e.g., web browser on a PC). Therefore

it is unlikely for these solutions to be widely used, unless the required client kernel

modifications become part of a standard and widely adopted into off-the-shelf

operating systems.

Reliable network connections [Zand02] is another client-aware connection

based migration based solution. The difference with this solution is that it only

requires user-level modifications. The implementation uses wrappers around

socket calls on both the client and servers. The client is capable of detecting server

faults. If a failure is detected, the implementation migrates the connection to a

replica and retries the requests there.

HTTPR [IBM 2] is a protocol built on top of HTTP [Bern96] for the reliable

transport of messages from one application to another over the Internet, despite the

occurrence of failures on either end. HTTPR messages are encapsulated within the

payload of HTTP request and reply messages. Globally unique identifiers,

composed of client URI (Uniform Resource Identifier), server URI, and a channel

identifier, are created for each connection. HTTPR also defines a set of commands

that allows each side to send a transaction request or query the other side regarding

the status of previous transactions. If a server fails, the client can issue a ‘‘report’’

command to the (recovered) server and based on the reply from the server

determine exactly which messages have been safely received by the server. Since

HTTP requires in-order message processing, the client can safely retry the lost

messages. Also, the server can discard messages that the client reports as having
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been safely delivered. This scheme requires both the client and server application

to implement the HTTPR protocol.

Web Services Reliability Specifications [Evan03] describes a SOAP based

protocol for exchanging SOAP messages with guaranteed delivery without

duplicates. Although SOAP messages are independent of underlying protocol, they

are typically sent on top of HTTP. This scheme requires the client to log all

outgoing messages, and the server to log all incoming messages. Every reliable

message contains a globally unique ID. Upon the receipt of a request, the server

must send a reply message (i.e. an HTTP message) back to the client. The reply

message is either an acknowledgement or a fault message. If a client receives a

fault message or if it does not receive an acknowledgement for a request within a

timeout period, it must resubmit the request using the same ID. The globally

unique ID is used to eliminate duplicate message, and sequence numbers are added

to messages by the clients to assure guaranteed message ordering.

In general, although client-aware solutions provide flexibility for fault-

tolerance solutions, unless client-aware standards such as recent industry proposals

WS-Reliability [Evan03], WS-ReliableMessaging [Bilo03], or HTTPR [IBM 2] are

widely accepted, client-transparent solutions are imperative.

2.2.2. Client-Transparent Server Fault Tolerance

In order to hide server failures from the client, the system must replicate the

critical server-side state, detect failures, recover from them, and continue operation

and communication using a consistent (same as pre-fault) address — all without

any explicit help from the client. Over the last few years, several schemes that
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achieve client-transparent fault tolerance have been proposed [Shen00, Alvi01,

Zago03, Burt02, Luo01, Marw03, Koch03]. The common features of these

schemes are client transparent replication of server side state and recovery and

failover of active communication connections from a failed server to a working

replica. The key differences among the schemes are implementation choices,

efficiency of the scheme such as failure-free overhead and recovery time, and

assumption, e.g., deterministic versus non-deterministic server behavior. In the

rest of this section we discuss these schemes in detail.

2.2.2.1. HydraNet-FT

HydraNet-FT [Shen00] is a scheme that uses active replication to preserve

server state. Two (or more) server replicas process every TCP packet, locally

producing an up-to-date copy of the server state required to maintain

communication with the client. Client packets travel through a specialized router

(‘‘redirector’’) which sends a copy of the packet to each of the server replicas.

Each replica independently processes the packets and generates

acknowledgements. The acknowledgements generated by the backup(s) are routed

to the primary, and the primary sends the actual acknowledgement to the client

only after it has received a copy from the backup. This assures that the client

packets are not acknowledged unless all replicas have received a copy. Hence, if a

packet is lost enroute to one of the replicas, the client will not receive an

acknowledgement and will retransmit the packet.

In normal operation, only the primary sends generated reply messages to

client. Replies generated by other replicas are effectively dropped. Client

26



acknowledgement packets are broadcast to the replicas by the redirector in the

same manner as client data packets. Since all replicas see all client packets and

generate the same replies, a backup can takeover at any time should the primary

fail.

HydraNet-FT incurs a large processing overhead because all of the processing

is duplicated on each replica. In addition, due to the use of simple active

replication, the servers are required to be deterministic. An advantage of this

scheme is that unlike most other client transparent schemes, the server replicas can

be geographically distributed anywhere on the Internet. The use of redirectors that

provide multicast functionality allows for this flexibility. However, the use of

redirectors is also a weakness of this scheme since they are a single point of failure

and a bottleneck, similar to the centralized router schemes.

2.2.2.2. FT-TCP

Alvisi et al. implemented FT-TCP [Alvi01], a kernel level TCP wrapper that

transparently masks server failures from clients. FT-TCP uses the log and replay

approach. Incoming client packets are logged (redundantly stored) on an alternate

host. If the server fails, logged packets are replayed (reprocessed) to regenerate the

server state prior to the fault. Once the server state is restored, the communication

and processing of requests can resume.

FT-TCP is implemented using layers of software around the server TCP stack

and a logger on a separate processor is used to log the packets. Incoming client

packets arrive at the server and are logged to the logger. The logger sends an

acknowledgement to the server when it receives and logs the packets. The
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incoming client packets are acknowledged (by the server to the client) only after

they have been logged. As mentioned above, if the server fails, all logged packets

are replayed from the logger to a new server. As a result, the server state is

recovered to the same state as prior to the failure and communication can continue.

The basic log and replay approach requires deterministic servers in order to

ensure that the state obtained from the reprocessing of the packets will be identical

to the state prior to the fault. The FT-TCP implementation includes some support

for non-determinism. For example, since the initial sequence number selection in

TCP is not deterministic, a recovered server may produce different initial sequence

numbers than the failed server. The FT-TCP wrapping layers handle this non-

determinism by also logging the initial sequence number and performing

operations on packet TCP sequence numbers to assure transparent failover and

recovery. FT-TCP also logs the number of bytes returned by the recv system call,

thus handling any non-determinism that might cause changes to the behavior of

that system call.

Since all packets received during the lifetime of each connection must be

replayed in case of a failure, FT-TCP can suffer from long recovery times. A

follow-up version of the FT-TCP scheme [Zago03] contains a few changes and

improvements: A backup host is used instead of the logger, more sources of non-

determinism are handled via the synchronization of system calls between the

primary and backup hosts, and the system supports operation in either cold

(logging) or hot (active replication) modes. The hot replication mode has shorter

recovery times at a cost of higher processing overhead during failure-free

operation.
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2.2.2.3. HotSwap

HotSwap [Burt02] is an active replication scheme that uses a similar approach

to FT-TCP [Zago03]. TCP connections are replicated on a primary and backup

server. Both servers see all packets that are sent by clients. Both servers execute

identical copies of the application. In normal operation, the outgoing packets from

only one of the replicas (primary) is sent to the client. HotSwap handles non-

deterministic behavior by ensuring that applications on both servers are

synchronized at each system call. Identical system call results lead to identical

(deterministic) application execution and thus identical state on both server

replicas.

HotSwap suffers from the inherent costs of active replication as both primary

and backup must perform duplicate application processing. The synchronization of

system calls adds additional overhead, which can be significant specially in terms

of latency.

2.2.2.4. Zero-Loss Web Services

Luo and Yang’s work ‘‘Constructing Zero-Loss Web Services’’ [Luo01] uses

an alternate approach for implementing the multicast (from client to server

replicas) that is required for replication. It also handles non-determinism via a

store and forward approach. IP address aliasing is used to multicast the client

requests to both the primary and backup servers. Instead of forwarding the packets

from one host to its replica [Aghd01, Aghd02, Shen00, Zago03] Both servers read

the packets whose destination address is the service’s address. Although this

avoids the typical multicast associated overheads, such as extra messages, relying
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on IP aliasing for the multicast of client packets is not completely reliable. This

approach does not guarantee that both primary and backup servers will have a copy

of a client packet before an acknowledgment is sent to the client. Hence, there is a

possibility that only one of the servers would receive a packet since packets may be

dropped due to buffer overflows in one of the servers, or due to physical network

conditions. Therefore, it leaves a possibility for the two servers to have different

states and thus, some failures may not be handled. Another disadvantage of IP

aliasing is that it requires the use of a shared network.

For content that is dynamic and generated non-deterministically, this work

relies on a distributor and a ‘‘store and forward’’ approach. The distributor

receives a client request and sends it to a server. The server reply is sent back to

the distributor, however the distributor does not immediately forward the reply

packets to the client. Instead, it stores the packets until the entire reply is received.

Should the server fail in the middle of sending a reply, the distributor resubmits the

request (or a partial request for the portion of the reply that wasn’t received) to a

different server. As in centralized routers [Ande96, Cisc99b] and HydraNet-

FT [Shen00] the distributor is a single point of failure and a possible performance

bottleneck.

2.2.2.5. ST-TCP and Transparent TCP Connection Failover

Some schemes use packet snooping to implement the multicast of client

packets. ST-TCP [Marw03] uses a backup which snoops client packets that are

intended for a primary server. Similar to IP aliasing, snooping does not guarantee

that both servers will receive all the packets. Packets may be lost on their way to
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the backup or inside the backup’s kernel due to overload. In order to guarantee

identical receipt of packets by both replicas, the primary does not discard a packet

until it receives a notification from the backup that it has received the same packet.

Furthermore, to handle primary failures along with a dropped packet by the

backup, a logger is required to log all incoming packets. Packet snooping will only

work if the primary and backup servers are on a shared network. The snooping

approach leads to lower latency overheads because packets do not have to be

forwarded. However, the extra required resources (logger) make this approach a

poor choice for scenarios where price/performance is important.

Transparent TCP Connection Failover [Koch03] uses a similar scheme where

a backup server runs its network interface in promiscuous mode to receive client

packets that are sent to the primary. The need for a logger is eliminated by

forwarding backup’s outgoing (acknowledgement) packets to the primary, and

delaying the primary’s outgoing packets until a matching packet is received from

the backup. Hence, the need for additional hardware (logger) is eliminated at a

cost of increasing the latency during fault-free operation.

2.3. Replicated Back-end Servers

Many database vendors such as Oracle [Orac99a, Orac99b] offer fault tolerant

databases and back-end servers that provide high availability and reliability. These

offerings increase the availability and reliability of the back-end server only and do

not handle failures in other parts of the system. Hence, while such schemes are

necessary components of three-tier architectures, they do not solve the problems

dealing with front-end server failures — the main focus of our work.
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The use of a fault-tolerant back-end servers in a three-tier system simplifies

the implementation of a front-end solution. For example, once a back-end

transaction is completed, the front-end server is not responsible for the preservation

of relevant state changes that occur at the back-end.

The front-end server does have to ensure that each transaction is performed

exactly once. Some requests maybe non-idempotent [Gray92], where the results of

multiple executions of the same transaction is different than a single execution. To

avoid repeated execution of the same transaction (e.g., retry of a transaction by a

front-end server recovering from a failure), a fault-tolerant front-end server may

either use a two-phase commit protocol [Frol00] or use a unique transaction ID

with each transaction so that the fault-tolerant back-end can identify repeated

transactions.

In summary, fault-tolerant back-end and fault-tolerant front-end servers are

complimentary. A system composed of a combination of the two provides a

complete reliability solution for three-tier systems capable of handling faults that

may occur anywhere in the server room.

2.4. Fault-Tolerant Video Conferencing

In Chapter 5 we present our client-transparent fault tolerance scheme for

video conferencing. To our knowledge, there is no published work specific to fault

tolerance for video conferencing. Published work on fault tolerance features for

media servers [Chu00, Chu01, Zago03] are typically concerned with servers which

broadcast media to clients in a unidirectional fashion. Our work is different in that

we focus on video conferencing — bi-directional communication among a group of
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multiple clients. Video conferencing implementations typically use a stateful

centralized server whose functionality is different than those of broadcast

multimedia servers. However, some of the fault tolerance issues involved are

related, and thus we present the details of a few media server reliability schemes in

the rest of this section.

Zagorodnov et al [Zago03] adapted FT-TCP [Alvi01] to increase the

reliability of Apple Darwin server which is typically used to broadcast multimedia

streams to clients. FT-TCP uses the log and replay approach to mask server

failures and transparently recover from server faults (see Section 2.2.2). FT-TCP

includes features to handle some non-determinism (e.g., selection of initial TCP

sequence numbers), but for the most part it requires the server application to be

deterministic. Their experience adapting FT-TCP to work with the media server

showed that the server’s behavior contained additional sources of non-determinism

at the application level (e.g., randomly generated session ID) which had to be

addressed. To handle the non-determinism, relevant system calls were

synchronized between the primary and backup to ensure the deterministic

execution of the application. As a result, identical decisions are made at both

server replicas and thus an identical server state is available at a backup if the

primary server fails. Their results show transparent recovery from server failures

and relatively low failure-free overhead due to the execution of relatively few

system calls by the media server. Another scheme, Hot-Swap [Burt02], also uses

system call synchronization to handle non-determinism, although that scheme has

not been used for media or conferencing applications.

End system multicast [Chu00, Chu01] increases availability by using
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multicast at application level. It provides overlay spanning trees for data (media)

delivery. Changes to clients or deployment of proxies at strategic locations near

the clients are required. In their peer-to-peer approach, each client is a node in the

overlay multicast tree. Idle network resources of the clients are used to help

distribute the broadcast media to other clients. With this approach, a fault at any

multicast node may cause interruption to downstream clients. Faults are handled

by reconstruction of the spanning tree without the faulty node. The clients are

actively involved in the decision making regarding changes to the overlay network

and the multicast in general. Hence, this is a client-aware solution.

Since broadcast schemes can be implemented on top of stateless routers or

softstate nodes (that multicast the video), fault-tolerance solutions are relatively

simpler than schemes for stateful servers. Again, the schemes presented above are

based on one way delivery of video from one server to multiple clients. Our

solution (presented in Chapter 5) is based on interactive communication between

multiple client, using a stateful centralized conferencing server and transparent

recovery from fault that may occur at the server.

2.5. Summary

In this chapter we presented research and products related to our work.

Availability only solutions are the simplest and have the least overhead. They

effectively remove faulty servers from the system. However, they do not recover

active connections or in-progress requests. Thus, active clients will notice server

failures, and the reliability of the service is not increased.

Solutions that increase both availability and reliability can be classified into
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two categories: client-aware and client-transparent. Client-aware schemes have

more flexibility in the implementation. However, since clients may already be

widely deployed or independently developed, deployment of these solutions for

existing applications and services will be difficult.

Client-transparent solutions share the same philosophy as our work. Server

failures are masked from clients and active connections and in-progress requests

are preserved over faults. Most of the existing solutions have some drawbacks,

including: assumption of deterministic server behavior [Shen00], high

cost [Marw03] (e.g., extra hardware for a logger), large failure-free

overhead [Shen00] (e.g., due to pure active replication), and long recovery

time [Alvi01] (e.g., due to log and replay). We will address and propose solutions

for these problems in our work.
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Chapter Three

Constructing Client-Transparent Reliable
Network Services

This chapter presents a methodology for constructing client-transparent fault-

tolerant network services with off-the-shelf components. We begin by presenting

the requirements, targeted system model, and our assumptions. The main

requirements are identification of critical service state, replication and preservation

of that state over failures, error detection, and service failover. We identify the key

server-side service state elements — service identity, connection state, application

state — that must be preserved over server failures. We describe several

approaches for meeting the rest of the requirements, explain the tradeoffs involved,

and discuss the service properties (e.g. non-determinism) that must be carefully

considered when adding fault tolerance features to off-the-shelf network services.

A summary of our proposed methodology concludes the chapter.

3.1. Requirements for Adding Client-Transparent Fault Tolerance to

Network Services

In order to provide client-transparent fault tolerance, clients must be able to

continuously communicate with the service inspite of a server fault. Fault

tolerance schemes for network services should increase the availability of the

service by providing the ability to service new client requests following server

failure. Such schemes should also increase the reliability of the service by

ensuring that in-progress requests, i.e., those that are being processed at the time of
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server failure, will be handled correctly.

In order to connect to a service, a client must have some way to specify the

identity of the desired service. For example, this may be a (host name, service

identifier) pair or an (IP address, port number) pair. In order to achieve client-

transparent fault tolerance, the client must be able to continue to use the same

mechanism and the same names to specify the identity of the service despite server

failure. This implies that the implementation of the service must maintain the

service identity despite server failure. Thus, if replication is used and the primary

server replica fails, client requests transmitted in exactly the same way as before

the failure must now reach a backup server replica.

Servers typically maintain some state while providing a service. For example,

the server must maintain some state in order to implement a reliable

communication protocol such as TCP. In order to achieve client-transparent fault

tolerance, the relevant server-side state must be preserved and available on a

backup server replica if the primary server fails. We classify the server state into

two key components: connection state and application state. Connection state is

the state required to sustain communication with clients. Application state is the

state required to deliver proper service results. These state components are

described in more detail in Section 3.3.

Once an error occurs, it must be detected so that recovery actions can be

initiated. Error detection is typically implemented via exchanges of messages

among server replicas or between server replicas and comparators or voters. With

replication, if a server failure is detected, failover must occur — the system must

be reconfigured to resume normal operation without the faulty server. Failover
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may involve the taking over of the identity of the failed server by a replica, and the

recovery and use of its preserved state.

3.2. Fault Model and Assumptions

In the worst case, faults can cause system behavior to be arbitrarily incorrect

and even malicious. Such fault are called Byzantine faults [Lamp82]. An example

of a Byzantine server fault is the transmission of unwanted or incorrect messages

from the faulty server. Unfortunately, Byzantine faults cannot be handled

transparently for some communication protocols. With TCP protocol for example,

a faulty server may send TCP reset or FIN packets for the connection, causing the

remote end (i.e., client) to abandon or close the connection. Once the client-side

connection state is lost, the TCP connection cannot be transparently restored.

Hence, client-aware solutions are required in order to handle Byzantine faults.

While Byzantine faults do occur in real systems, most faults that cause errors

result in incorrect behavior that is not malicious. In the best case, a fault that has

an impact (i.e., causes an error), causes a subsystem to die silently — stop

generating outputs. In such cases, the fault is said to have caused a fail stop (or

crash) failure [Schn84]. Fail-stop faults are easier to handle because the behavior

of the faulty component after the fault is known — it will no longer function or

generate any output. Hence, such faults can be detected using relatively simple

techniques. For example, server replicas can exchange periodic ‘‘heartbeat’’

messages and missing heartbeats indicate that an error has occurred.

Fault injection research has shown that in practice, most faults either have no

effect or they cause fail-stop failures [Made02]. Our experience with fault
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injection (see Chapters 4, 5) also confirms that most failures are fail-stop. We

found the most common type of failures (by far) to be process crashes. Thus, we

assume the server processes to be fail-stop.

Fault tolerance solutions often assume nodes (i.e. server hosts) to be fail-

stop [Aghd02, Alvi01, Shen00]. If any components of the node fails, (e.g., network

interface, kernel, application processes) it is assumed that the entire node will

crash. In practice, faults in a particular component of a server often do not have an

effect on other parts of the system. For example, a crashed process typically does

not cause a crash of the kernel or other processes. Hence, instead of assuming that

nodes are fail-stop, our work is based on the assumption that processes are fail-

stop. We assume that if a process fails, it will crash and die silently, but other

processes on the host may continue to operate correctly. We further assume that a

fault in the kernel that has an effect results in a host crash (fail-stop failure of the

entire host).

Our scheme is based on several other assumptions besides fail-stop processes.

We assume that a fault may impact only a single host at a time (a single process

crash or the crash failure of the entire node). In practice faults are relatively rare.

Thus the probability of simultaneous failures in independent service elements (i.e.,

server replicas) is order(s) of magnitude less than that of a single fault. We also

assume that the server replicas are connected on the same IP subnet and that the

local area network connecting the server replicas as well as the network connection

between the clients and the server LAN will not suffer any permanent faults. In

practice, the reliability of the network connection to that subnet can be enhanced

using multiple routers running protocols such as the Virtual Router Redundancy
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Protocol [Knig98]. This can prevent the local LAN router from being a critical

single point of failure.

3.3. Service State

In order to achieve increased availability and reliability, and client-transparent

seamless recovery of active connections, the server-side service state must be

preserved over failures. The server-side state is composed of three main

components: service identity, connection state, and application state. The details of

these service state components are discussed in the rest of this section.

3.3.1. Service Identity

Service identity is the address known to and used by clients to access the

service. For services built on top of the IP protocol, the service identity is the

destination IP address used by the clients. The service identity also includes the

TCP or UDP destination port number if those protocols are used on top of IP. If

the server host that is configured with the service identity fails, a backup replica

must take over the identity.

The simplest fault tolerance solutions provide increased availability for

stateless service. In this case, there is no state to be preserved or repaired and there

is no attempt to handle requests that are in progress at the time of server failure.

Hence, only the service identity is required to be preserved. A mechanism for

detecting server failure, such as heartbeats, is needed. When a fault is detected,

failover is accomplished by mapping (routing) new requests to alternate resources

(servers). New servers are thus allowed to take over the identity of the failed
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server.

As discussed in Section 2.1.1, for services built on top of IP, identity take over

is typically accomplished by using DNS to change the binding of server name to IP

address at the client [Bris95] or by routing the packets with a fixed destination IP

address to different servers at the server site. One common approach for a server

site solution is the use of a special central router or load balancer that is an integral

part of the fault tolerance solution [Ande96, Best98, Cisc99a, Cisc99b, Inte00].

The router detects server failures and routes client packets only to working servers.

This approach does not require any changes to the server host for identity

preservation. However, the router is a potential performance bottleneck and single

point of failure. An alternative approach is the reconfiguration of the local network

after a fault. For example, a backup replica is reconfigured with the failed server’s

IP address and the local network’s router is informed of the location change of the

IP address via ARP messages [Aghd03b].

3.3.2. Connection State

Server hosts typically maintain some state for each logical communication

channel. This state is required to sustain communication with the clients. For

example, TCP requires some state to be kept at each end-point in order to

implement the functionality that is provided by the protocol (e.g. reliable delivery

or congestion control). This state also includes partially received messages

(requests) and partially transmitted messages (replies). This state is updated with

arrival or departure of each packet. We refer to any communication state kept at an

end-point as ‘‘connection state.’’
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Servers typically maintain some state for both reliable and unreliable

communication. For communication protocols that do not guarantee reliable

packet delivery, such as UDP, the connection state typically consists of socket

structures and protocol related addressing information such as port numbers. With

such protocols, packet loss is acceptable so it is not necessary to consider client

packets themselves to be part of the connection state that must be preserved. It

may still be useful for fault tolerance solutions to try to minimize packet loss due to

faults in order to minimize the impact of faults on service performance/quality.

For a reliable communication protocol such as TCP, the connection state

typically includes additional information such as sequence and acknowledgment

numbers. More importantly, the connection state for reliable communication also

includes any client packets that have been acknowledged by the server. These

packets must not be lost due to a fault since the client may not be capable of

retransmitting packets that have been acknowledged. Hence, client packets

received by the server must be stored redundantly before they are acknowledged.

3.3.3. Application State

The user-level application maintains internal state that it requires in order to

correctly handle requests. The application state is often maintained for the entire

lifetime of the application, across multiple client requests and connections. Unlike

connection state, where state changes only have an effect on the related connection

or request, application state changes may have an effect on the handling of other

future client connections and requests. In some architectures (e.g., three-tier

systems), application state may be kept on a separate server host such as a database
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server.

Application state changes may occur deterministically or non-

deterministically. If state changes are deterministic, it may be possible to recover

the state by re-executing the application after a fault. However, if state changes are

non-deterministic, it may not be possible to regenerate the state by performing

identical operations. Hence, it may be necessary to preserve a copy of the state

whenever state changes occur. Possible approaches for state preservation are

discussed further in section 3.4.

It is also possible for the service application to be stateless. In such cases,

there is no application state to preserve and a reliability solution at the connection-

level will suffice. However, there are subtleties that must be carefully considered.

For example, a web server (application) that is providing static data (e.g., IRS

forms) might be considered to be stateless since the processing of a client request

does not affect the processing of any future client requests. However if relevant

application state is not preserved across server failures, the system may lose client

requests that have been received but for which a reply has not been sent. Hence, a

web server application does maintain some state that must be preserved —

received client requests and generated replies that have not been fully sent. These

application-layer messages must be preserved across server failures [Aghd03b]
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3.4. Approaches for State Preservation

In order to achieve client-transparent fault tolerance, a valid, up-to-date copy

of the state maintained by an active server must be available to an alternate server

replica. If the active server fails, the backup replica can use this state to recover

active connections and resume the service with minimal interruption to the clients.

There are three common approaches for preserving server state: active replication,

message logging, and checkpointing. In the rest of this section, we discuss each

approach and its tradeoffs in detail.

3.4.1. Active Replication

The state of a server can be replicated by having two server replicas actively

perform the same exact operations on identical input. As a result, identical state

changes will occur on both replicas and both servers will have an up-to-date copy

of the state. The approach where two (or more) replica servers perform identical

operations is called active replication.

Active replication can be used at the communication level to maintain

identical connection state on both server replicas. Client packets must be multicast

to both server replicas and simultaneously processed by each server. In order for a

solution to be client-transparent, the multicast of client packets must be achieved

without any changes to client [Aghd01, Aghd02].

Active replication can also be used to preserve the application state. An

identical copy of the service application is executed on each replica [Burt02,

Shen00]. In order for the replicas to reach the same state, the application input (i.e.

the client requests) arriving at the replicas must also be identical. For example,
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active replication of connection state can be used to ensure identical data streams

reach both servers.

Active replication requires the processing to be deterministic (see

Section 3.5). In practice, the processing at either the connection or application

level is often non-deterministic. Thus, techniques such as synchronization of

replicas must be used to handle the non-determinism. We discuss approaches for

handling non-determinism in Section 3.5.

Active replication incurs a high processing overhead since all processing is

performed on a replica. Hence, there is at least 100% overhead in terms of

processing cycles used by the service. In Chapter 5 we show that the overall

system overhead of active replication can be reduced for some applications by

avoiding full replication and only selectively replicating the critical portions of an

application.

3.4.2. Message Logging

The server state may also be preserved by using the message logging

approach. The service input (i.e. client messages) are redundantly stored (logged)

on a replica or storage node. If the server fails, logged messages are replayed and

reprocessed on a new initialized alternate server, bringing the alternate server back

to the pre-fault state of the failed server.

Message logging can be used at either connection [Alvi01] or

application [Aghd01, Aghd02] level. To preserve connection state, all incoming

client packets are logged on a replica server or storage node. For reliable

communication, the packet is not processed until an acknowledgment is received
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signaling that the packet has been safely stored. If a server fails, logged packets

are replayed to an initialized alternate server configured with the same identity as

the failed server, bringing the alternate server back to the pre-fault state of the

failed server.

Message logging at the application level is similar to connection level

logging, except that it is the user-level application messages that are logged to a

replica or storage node. If there is a failure, the logged messages are replayed on

an initialized alternate server, restoring the pre-fault server state.

There is a performance tradeoff in terms of resource usage and recovery time

when choosing between the active replication and message logging approaches.

Active replication requires more processing resources during fault-free operation

since all processing is performed multiple times. However, since a replica has an

identical copy of up-to-date state, the recovery time from failure is short. Logging

does not duplicate processing during fault-free operation. Hence, it typically incurs

lower processing overhead than replication. However, it suffers from longer

recovery times because all logged messages must be replayed in order to reach

pre-fault state.

3.4.3. Checkpointing

With checkpointing, the server state is saved in stable storage or copied to a

standby backup whenever an event that changes critical state occurs, or whenever

some period of time has passed since the last checkpoint. If a fault occurs, the

most recent checkpointed state is recovered and processing resumes using the

recovered state.
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The overhead incurred by checkpointing is directly related to the frequency of

checkpoints. In order to avoid any loss of service state, a checkpoint must occur

with every state change — a very costly approach. Since frequent checkpointing of

state is costly, implementations typically combine message logging with

checkpointing. Messages received since the last checkpoint are logged. After a

fault, the most recent checkpointed state is recovered, followed by the replaying of

logged messages to reach the exact state at failure time. Hence, compared to

checkpointing every state change, the overhead during normal operation is

reduced. However, the recovery time is increased.

3.5. Techniques for Handling Non-determinism

Both active replication and logging schemes require servers to be

deterministic — processing of identical input (i.e. request) must always result in

the production of the same output (i.e. reply). However, in practice many servers

are not deterministic so the use of active replication or logging may lead to an

inconsistent (incorrect) state following recovery. Non-deterministic application

behavior is usually caused by non-deterministic system call results. For example,

calls to the time system call may return a different value for each replica. Hence,

one approach for handling non-deterministic server behavior is to synchronize

system calls made by server replicas [Burt02]. The results of system calls made by

the primary server are sent to the backup replica. Backup system calls use the

results obtained from the primary instead of results from its own kernel. Since

applications may frequently execute a large number of system calls, this approach

may suffer from a large overhead. The advantage is that knowledge of the
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application internals is not required.

An alternative approach for handling non-deterministic server behavior is to

identify possible sources of non-deterministic state changes and synchronize the

replicas via messages at those points. Depending on the application,

synchronization may be possible at coarse granularity, such as once per client

request [Aghd01, Aghd02], or at finer granularity, such as at specific system

calls [Zago03]. Since some real applications have relatively few non-deterministic

state changes [Aghd05, Zago03], fewer synchronization messages are required

compared to a scheme that synchronizes every system call, leading to lower

performance overhead. The drawback is that knowledge of implementation details

and modification of the application are required.

Although less frequent, non-deterministic state changes may also occur at the

connection level. For example, the initial TCP sequence number for each

connection is chosen non-deterministically and must be synchronized when

preserving TCP connection state [Aghd02].

3.6. Error Detection

A key step of most fault tolerance mechanisms is to detect the occurrence of

an error — error detection. Once an error is detected, diagnosis must be

performed — the failed component is identified. In order to be able to continue

with correct operation, the system must be restored to a valid state. If duplication

is employed, a failover is performed where the failed component is replaced with a

redundant replica (Section 3.7). The replica must have a copy of pre-fault state of

the failed component obtained by using one of the approaches described in

48



Section 3.4.

The techniques that may be used for the identification of errors are dependent

on the assumptions made regarding the possible behavior of failed components.

These assumptions are generally referred to as the fault model (Section 3.2). If

server hosts are fail-stop [Schn84] a heart-beat monitoring mechanism can be used

to detect errors. In error-free operation, each host periodically transmits a

heartbeat message. This hearbeat message is monitored, either by a replica host or

by a third party monitor. If a server host fails, i.e., crashes, heartbeat messages are

no longer generated. Hence, the monitor will not receive them. Missed heartbeats

from a host signal that a failure has occurred. Thus, the monitor can inform

interested components of the system of the failed host.

In practice, errors often have an impact at a smaller granularity than hosts.

For example, an error may cause a process to crash while other processes on the

host continue to operate correctly. Implementation of error detection at smaller

subsystem level, e.g., heartbeat monitoring for every process, becomes more

complex and costly. Hence, while we assume that individual processes may crash

— processes are fail-stop (Section 3.2), our implementation converts process crash

failures to host crash failures (Section 4.4.3).

Systems that do not make the fail-stop assumption must use more

sophisticated error detection mechanisms. A heartbeat mechanism alone does not

suffice since a faulty node may produce incorrect results while transmitting

heartbeats. Typically, solutions use active replication of all operations, with results

compared or voted in order to, respectively, detect or mask failed replicas.
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3.7. Service Failover

The next step after error detection is the resumption of normal operation with

a repaired system state. When the fault tolerance mechanism used is duplication,

this step involves migrating the service from one replica to another. This process is

called service failover. When an error is detected, the system must transition from

standard replicated (duplex) operation to single server (simplex) mode. The

identity of the service must be preserved for new and existing connections. The

system must ensure that active connections and in-progress requests are processed

in simplex mode. Each and every client request must be processed correctly and

valid service reply messages must continue to be delivered after failover.

With many implementations of duplication, the service is unavailable during

failover — no new client connections are accepted and the processing of active

connections is delayed while a valid state is established. Hence, in order to mask

failure from clients, the time required to perform failover operations (and error

detection) must be short. This is especially critical for applications with real-time

requirements, such as multimedia services or video conferencing. The failover

time is not as critical to other types of applications, e.g., bulk file transfer over

TCP, that are not as time sensitive. The failover time is often largely affected by

the state preservation approach. For example, as discussed in Section 3.4, the

message logging approach requires a large failover time since all messages

received prior to the fault must be replayed. There is typically a tradeoff between

the failover time and the overhead incurred during fault-free operation. The

requirements of the service application often dictate the appropriate design choice.
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3.8. Restoration of Fault-Tolerant Service After Failover

After a failover, it is desirable to restore the system back to its fault-tolerant

configuration. A mechanism is required to integrate a new (or recovered) server

into the system. The required operations are similar to the initialization of the

service with one key difference: unlike initialization time, one of the servers is

operating in simplex mode and actively processing client requests. The new server

replica must be integrated into the system without any disruption to active

connections being processed in simplex mode.

Ideally, all new connnections arriving after the integration, as well as existing

active connection being processed in simplex mode, would be transitioned to

fault-tolerant (duplex) operation. That would allow for recovery from any new

failures. The transition of active connections from simplex to duplex operation

requires the applicable server-side state be transferred and replicated on the new

server. This synchronization required between the active and new server can be

costly and increase the transition time. To avoid this cost and complexity, our

implementation differentiates between active connection at the time of integration

and new connections that arrive after integration [Aghd03b]. While new

connections are processed in duplex mode, active connections continue to be

processed in simplex mode so that they are vulnerable to additional faults. Since

web service connections are typically short-lived, the duration of this vulnerability

is short.
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3.9. Summary

The first step of our methodology is the identification of critical state

components maintained on a server. The critical state typically includes service

identity, connection state, and application state. Server failures can be

transparently masked from the clients if the critical server state is preserved over

failures and recovered on an alternate replica.

Once the critical state is identified, an approach must be selected for

replication and preservation of this state over server failures. Three common

approaches are widely used: active replication, message logging, and

checkpointing. As discussed, each approach has tradeoffs involving fault-free

overhead and recovery time.

One approach that we found to be effective and efficient for network services

(as shown in Chapters 4 and 5) is a combination of active replication and message

logging. The connection state — which changes frequently with each packet, but

has a relatively low processing cost — is actively replicated on a replica host. At

the application level, message logging and synchronization of non-deterministic

state changes are used. Some applications may be stateless (e.g. web server) with

their critical state confined to the application level messages. For these

applications, message logging at the application level allows critical state to be

recovered following replica failure while avoiding the processing cost that active

replication would incur.

The use of message logging in order to allow a valid application state to be

established following replica failure is not always the best approach. In particular,

for stateful applications (e.g. video conferencing), message logging must be
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accompanied by periodic checkpointing [John88]. For such applications, active

replication may be the preferred approach. Active replication incurs a high

processing overhead since all processing is performed on a replica. However, only

the processing that affects the service state is required to be replicated. It is not

necessary to replicate any processing that does not cause changes to the critical

service state. Hence, in some cases an implementation can avoid full replication

and reduce the overhead of the overall scheme. For example, most of the

processing performed by a video conferencing server is related to the media and

does not affect the critical state maintained on the server. Thus, a replicated video

conferencing server can avoid the full cost of active replication by avoiding the

replication of media processing. In Chapter 5 we present an efficient replicated

implementation of video conferencing which eliminates the unnecessary

replication of media processing and uses application-level synchronization to

handle non-deterministic state changes.

In order for recovery to be initiated, errors must first be detected. If it can be

assumed that system components are fail-stop, heartbeat exchanges among the

components may be used to detect errors. In practice, it cannot be assumed that

hosts are fail-stop. However, assuming that either processes crash (processes are

fail-stop) or hosts crash (hosts are fail-stop) covers the majority of errors observed

in real systems.

When an error is detected, a failover must occur. If the service identity was

mapped to the failed server, a replica must take over that address in order to

achieve client-transparent recovery. The preserved state of the failed server must

be recovered and reused, and system operations must transition from replicated
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(duplex) to simplex. Once the failover operations have completed and the system

is active in simplex mode, it is desirable to restore the ability of the system to

recover from the effects of additional faults. This requires the ability to integrate a

new server into the system and resume replicated operation.
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Chapter Four

CoRAL: A Transparent Fault-Tolerant
Web Service

We have designed and implemented CoRAL [Aghd01, Aghd02, Aghd03b,

Aghd03a], a fault-tolerant Web service scheme based on Connection Replication

and Application-level Logging. CoRAL recovers in-progress requests and does not

require deterministic servers or changes to the clients. The server-side TCP

connection state is actively replicated on a hot standby backup, allowing for fast

failover. Application-level (HTTP) request and reply messages are logged to the

backup and can be replayed if necessary, allowing for the handling of non-

deterministic content.

In this chapter, we present our design, implementation, and experimental

evaluation. Section 4.1 is an overview of the assumptions underlying our work.

The system architecture and key design choices are presented in Section 4.2. A

high level description of how our recovery mechanisms function is presented in

Section 4.3. Based on this design, we implemented CoRAL using two approaches.

Section 4.4 presents the details of our implementations: a proxy-based user-level

implementation (Subsection 4.4.1) and an implementation based on kernel-level

and web server modifications (Subsection 4.4.2). Techniques for optimizing

CoRAL’s performance under certain workloads are discussed in Section 4.5. The

detailed evaluation of our scheme’s overhead during failure-free operation as well

as impact of failures on the service are presented in Section 4.6. The correctness of

our scheme was tested by intentionally emulating (injecting) faults and monitoring
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their impact. The results of our software fault injection experiments are presented

in Section 4.7.

4.1. Assumptions

Fault injection experiments on other systems [Made02] have shown that most

transient hardware faults either have no effect or cause a process or the entire node

to crash, i.e., processes are usually fail-stop [Schn84]. In practice faults are

infrequent. Thus, unless faults on multiple hosts are expected to be correlated, it is

reasonable to assume that only one host at a time will be affected by a fault. The

probability of correlated failures can be reduced by using preventive techniques

such as putting machines on different power circuits [Zhan04].

Based on the above considerations, we assume that only one host at a time can

be affected by a fault and that the impact of the fault can be to either crash a

process or crash the entire host. As discussed later in Subsection 4.4.3, our

implementation converts process crash failures to host crash failures. Thus, most

of the discussion is focused on host crash failures (fail-stop hosts).

We assume that the local area network connecting the two servers as well as

the Internet connection between the client and the server LAN will not suffer any

permanent faults. The primary and backup hosts are connected on the same IP

subnet. In practice, the reliability of the network connection to that subnet can be

enhanced using multiple routers running protocols such as the Virtual Router

Redundancy Protocol [Knig98]. This can prevent the local LAN router from being

a critical single point of failure. Our scheme does not currently deal with the

possibility that the two hosts become disconnected from each other while both
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maintaining their connection to the Internet. Forwarding heartbeats through

multiple ‘‘third parties’’ could be used to detect this situation and continue normal

operation in a degraded mode or intentionally terminate one of the servers. We

assume that the primary and backup are physically close, so that communication

between the two servers is much faster than communication with the client.

4.2. System Architecture

In order to provide client-transparent fault-tolerant web service, a fault-free

client must receive a valid reply for every request that is viewed by the client as

having been delivered. Both the request and the reply may consist of multiple TCP

packets. Once a request TCP packet has been acknowledged by a server, it must

not be lost. All reply TCP packets sent to the client must form consistent, correct

replies to prior requests.

The basic idea behind CoRAL is to use a combination of active replication

and logging. There is a primary server and a backup server. At the connection

level, the server side TCP state is actively replicated on the primary and backup.

However, the standby backup server [Borg83] logs HTTP requests and replies and

does not process requests unless the primary server fails. Clients communicate

with the service using a single server address, composed of an IP address and TCP

port number, henceforth called the advertised address. At the TCP/IP level, all

messages sent by clients have the advertised address as the destination and all

messages received by clients have the advertised address as the source address.

The primary and backup hosts are connected on the same IP subnet, which is also

the subnet of the advertised address.
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Figure 4.1: Message paths for a standard unreplicated server and a hot
standby replication scheme. Replicated servers appear as a single
entity to clients. The reply is generated by the primary and reliably
sent to the backup before being sent to the client.

Figure 4.1 shows the building blocks and message paths in CoRAL. The

primary and backup receive and process every TCP packet. In fault-free operation,

the advertised address is mapped to the backup. Hence, the backup server receives

all packets with the advertised address as their destination. Upon receipt of a

packet, the backup server forwards a copy of the packet to the primary server by

changing the destination address of the packet. The packet’s source address

remains the client’s address. Thus, these packets appear to the primary server as

though they were sent directly by the client. The primary server generates and

sends the TCP acknowledgment packets to the client, using the advertised address

as the source address. This scheme ensures that the backup has a copy of each

request before it is available to the primary.

At the application level, HTTP request and reply messages are logged. The

backup logs each request while the primary processes the request and generates a

reply. Once a reply is generated by the primary, a complete copy is reliably sent to
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the backup before any reply is sent to the client. The reliability of this transmission

is assured using an explicit acknowledgment from the backup upon receipt of the

entire reply. Upon receiving this acknowledgment, the primary sends the reply to

the client. If the primary fails before starting to transmit the reply to the client, the

backup transmits its copy. If the primary fails while sending the reply to the client,

the error handling mechanisms of TCP are used to ensure that the unsent part of the

reply will be sent by the backup. If the primary fails before logging the reply, the

backup processes its copy of the request, generates a reply, and sends it to the

client. As with acknowledgement packets, the advertised address is used as the

source address of reply packets sent to the client. Upon the receipt of the reply

data packets, the client sends TCP acknowledgment to the source of the replies,

i.e., the advertised address. The backup server receives these acknowledgments

and forwards them to the primary server in the same manner as client data packets.

The key to the scheme described above is that the backup server obtains every

TCP packet (data or acknowledgment) from the client before the primary server.

Thus, the only way the primary obtains a packet from the client is if the backup

already has a copy of the packet. Replies (TCP data packets) generated by the

primary server are logged to the backup before they are sent to the client. Since all

the acknowledgments from the client arrive at the backup before they arrive at the

primary, the backup can easily determine which replies or portions of replies it

needs to send to the client if the primary fails.

While our implementation does not include the communication between the

front-end and back-end servers, this can be done as a mirror image of the

communication between the client and front-end servers. Furthermore, since the
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transparency of the fault tolerance scheme is not critical between the web server

and back-end servers, simpler and less costly schemes are possible for this section.

For example, the front-end servers may include a transaction ID with each request

to the back-end. If a request is retransmitted, it will include the transaction ID and

the back-end can use that to avoid performing the transaction multiple

times [Orac99a].

4.3. Failure Recovery

In the event of a server failure, the surviving server replica must take over and

continue providing service to the clients, including handling of in-progress requests

— requests that were being processed at failure time. If the backup server fails, the

primary server takes over the advertised address and starts operating in simplex

mode. If the primary server fails, the backup begins processing HTTP requests and

sending replies in simplex mode. Table 4.1 summarizes the mechanisms used to

recover from server failures that occur during different phases of handling HTTP

requests and replies.

Our system can tolerate single server failure as well as transient

communication faults that lead to lost, duplicated, or corrupted packets. Packet

loss, corruption, or duplication are handled by TCP’s error handling mechanisms.

Table 4.2 summarizes possible communication errors and the mechanisms used to

recover from them.
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backup after backup receives an in-
complete client HTTP message

some client TCP data packets of the HTTP mes-
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received by primary. primary takes over adver-
tised address, client retransmits and/or transmits
any unacknowledged TCP packets of the mes-
sage, primary receives and processes entire mes-
sage�����������������������������������������������������������������������������������������������������������������������������������������������������������������

backup after backup receives a com-
plete client HTTP message but
before all of it is relayed to pri-
mary
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Table 4.1: Recovery from server failures that occur during different
phases of handling HTTP requests and replies.

4.4. Implementation

The scheme described in Section 4.2 can be implemented in several ways.

61



� �����������������������������������������������������������������������������������������������������������������������������������������������������������
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client data: client → backup primary doesn’t receive packet, no ack to client, client
retransmits� �����������������������������������������������������������������������������������������������������������������������������������������������������������

client data: backup → primary primary doesn’t receive packet, no ack to client, client
retransmits, backup ignores retransmitted packet as
duplicate but still relays it to primary� �����������������������������������������������������������������������������������������������������������������������������������������������������������

server ack: primary → client client doesn’t receive ack and thus retransmits data packet,
primary (and backup) ignore retransmitted data packet as
duplicate and primary retransmits ack� �����������������������������������������������������������������������������������������������������������������������������������������������������������

server data: primary → backup no ack to primary, primary retransmits server data packet
to backup� �����������������������������������������������������������������������������������������������������������������������������������������������������������

server ack: backup → primary no ack to primary, primary retransmits server data packet
to backup, backup ignores data packet as duplicate and
retransmits ack to primary� �����������������������������������������������������������������������������������������������������������������������������������������������������������

server data: primary → client no ack to primary, primary retransmits server data packet
to client� �����������������������������������������������������������������������������������������������������������������������������������������������������������

client ack: client → backup primary doesn’t receive ack, primary retransmits server
data packet, client ignores retransmitted packet as
duplicate but still retransmits ack� �����������������������������������������������������������������������������������������������������������������������������������������������������������

client ack: backup → primary primary doesn’t receive ack, primary retransmits server
data packet, client ignores retransmitted packet as
duplicate but still sends ack, backup ignores duplicate ack
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Table 4.2: Communication errors and the mechanism used to recover
from them. All actions except relays by the backup are a direct
result of using TCP.

We have implemented the scheme using two approaches. The first approach is

based on user-level proxies [Aghd01]. It does not require any kernel modifications

and requires minimal (if any) changes to the web server software. The second

approach consists of a combination of kernel modifications and modifications to

the user-level web server using their respective module mechanisms [Aghd02].

The proxy-based implementation is simpler and potentially more portable than an

implementation that requires kernel modification. However, it also incurs a higher

performance overhead (e.g., multiple user/kernel context switches for processing of

each packet) and requires stricter assumptions (e.g., multiple proxies being
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operational or fail-stop as a single entity). The approach based on a combination of

web server and kernel-level modifications is more efficient but it is more difficult

to implement. As discussed in Section 4.4.2, our modular approach simplifies the

porting of this implementation to other kernels or web servers. As an alternative to

our implementations, it is also possible to implement the scheme entirely in the

kernel using a kernel-level web server [RedH01]. A kernel-only implementation

may possibly reduce the scheme’s overhead. However it is generally desirable to

minimize the complexity of the kernel [Blac92, Golu90], and such an approach

may lead to the degradation of the overall system performance and reduce the

kernel’s robustness.

4.4.1. A Proxy-Based User-Level Implementation

The tasks of the scheme described in Section 4.2 can be divided into two

categories: modification of TCP packet headers and operations performed at the

HTTP message granularity. In our proxy-basesd implementation, each of these

categories of tasks is implemented by a separate process, henceforth referred to as

proxy. This leads to a simple modular design and also has the potential to facilitate

pipelining (on a multiprocessor) of the handling of requests and replies. The proxy

that performs operations at the granularity of IP packets is called the raw proxy

since it uses the socket interface in the RAW mode to gain access to the packet

headers. The proxy that performs operations at the granularity of HTTP messages

is called the TCP proxy since it uses the socket interface in the STREAM (TCP)

mode. The TCP proxy sends and receives complete HTTP messages and buffers

HTTP requests and replies for fault recovery.
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Our scheme requires processing of IP packets in ways that do not match

standard kernel-level implementations of TCP. This processing could be

accomplished by modifying the kernel, however avoiding kernel modifications is

advantageous for overall system reliability and for simplicity and portability.

Using the ‘‘raw socket’’ interface with Sun Microsystem’s Solaris operating

system, it is possible to avoid most kernel processing of packets and perform non-

standard modifications of packet headers at user-level. However, once the packets

reach the user-level they must be processed in a manner consistent with standard

TCP protocol. Hence, the use of the raw socket interface could lead to a

requirement for a full user-level TCP implementation on the servers for

communication with the client. Such a user-level TCP implementation could be

integrated with the web server code and modified to provide all the required

functionality. User-level TCP implementations are not easily available and often

lack the robustness of kernel-level implementations. On the other hand, kernel-

level TCP implementations are relatively robust since they are critical to the

operation of the system and subject to extensive testing and use by developers and

users. Thus, we chose to avoid using an user-level TCP implementation and

instead use a second-tier of proxies (TCP proxies) described below. Our user-level

proxy based implementation uses proxies to avoid both kernel modifications and

user-level TCP implementations while minimizing changes to the servers; all at the

cost of additional overhead.

The system is comprised of a raw proxy and a TCP proxy for the primary

server as well as a raw proxy and a TCP proxy for the backup server. We refer to

the triple of raw proxy, TCP proxy, and server as a cluster. The functionality of
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the ‘‘primary server,’’ as described in Section 4.2, is implemented by the primary

cluster. The functionality of the ‘‘backup server,’’ as described in Section 4.2, is

implemented by the backup cluster. We assume that each of the clusters is either

operational or fail-stop as a single entity. Using fail-stop hosts [Schn84], this

assumption can be enforced using heartbeats from each host running any cluster

component coupled with intentional termination of a cluster if any of its

components fail. The overall structure of the system is shown in Figure 4.2.

The backup TCP proxy logs HTTP requests from the client (arriving via the

backup raw proxy). The primary server gets each request from the primary TCP

proxy and sends the HTTP reply back to the primary TCP proxy. From the

primary TCP proxy the entire reply is sent to the backup TCP proxy. The backup

TCP proxy must then match this reply with the corresponding HTTP client request

received previously. Each client HTTP request can be uniquely identified by the

client address and a request sequence number. However, since the TCP proxies

communicate with the raw proxies and not directly with the client, the TCP proxy

does not automatically have the client address. To solve this problem the raw

proxies add the client address to the HTTP requests before forwarding them to the

TCP proxies. The primary TCP proxy removes the client address from the HTTP

request before it is sent to the primary server. These are items 3 and 6 in the

description of TCP level events below (Figure 4.2).

In order to explain the operation of our system, we provide a step-by-step

explanation of the progress of requests and replies when the system is operating in

its normal fault-tolerant (duplex) mode. The numbers of the steps correspond to

the labels in Figure 4.2.
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Figure 4.2: System structure for client-transparent fault tolerance. The
connections shown are the TCP/IP packet routes for normal fault-
tolerant (duplex mode) operation.

1. The client sends a data packet to the advertised address, which is mapped to

the backup raw proxy.

2. The backup raw proxy reads the packet, makes a copy, and changes its

destination address to the primary raw proxy (the source address remains the

address of the client). The packet is then sent to the primary raw proxy.
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3. Each raw proxy changes the source address of the client’s packet to its own

address. If this is the first data packet from the particular client address, the

raw proxy also appends the client IP address and TCP port number to the TCP

data and makes appropriate changes to the packet’s TCP sequence number.

The modified packet is then sent to each raw proxy’s respective TCP proxy.

4. The TCP proxies receive the packets sent to them by the raw proxies. The OS

kernels on which the TCP proxies are running send TCP acknowledgment

packets back to the raw proxies.

5. The raw proxies receive the TCP acknowledgment packets from the TCP

proxies. The primary raw proxy changes the source address of the packet to

the advertised address and the destination address to the client address. It also

modifies the TCP acknowledgment number to account for the extra bytes that

are sent to the TCP proxy at step 3 since these extra bytes are acknowledged

by the TCP proxies. The primary raw proxy then sends this packet to the

client. In duplex mode, the backup raw proxy drops the packet.

6. When enough TCP data packets have arrived at the TCP proxy to compose an

entire HTTP request, the TCP proxies remove the extra bytes (client address)

that are placed in the request by the raw proxies (step 3). The backup TCP

proxy logs the received request. The primary TCP proxy sends the HTTP

request to the primary server via a TCP connection. If all goes well, the

primary TCP proxy then receives the HTTP reply from the primary server.

Note that this entire step can occur simultaneously with step 5.

7. The primary TCP proxy appends the client address that it removed from the

HTTP request in step 6 to the HTTP reply and sends the reply to the backup

67



TCP proxy via a TCP connection. The backup TCP proxy receives the HTTP

reply and uses the embedded client address to match the reply with the HTTP

request that it received in step 3.

8. The TCP proxies send the HTTP reply to their respective raw proxies. The

HTTP replies may be broken up (by the OS kernel) into several TCP packets.

9. The raw proxies change the source address to the advertised address, the

destination address to the client’s address, and adjust the TCP sequence

number. Normally, the backup raw proxy discards the packet. The primary

raw proxy sends the TCP packets to the client.

10. The client receives the TCP data packets (HTTP reply) and sends

acknowledgment packets to the source address of the data packets, i.e., the

advertised address.

11. Similar to step 2, the backup raw proxy receives the acknowledgment packet,

changes its destination address to the primary raw proxy (maintaining the

client as the source address) and sends the packet.

12. The raw proxies change the TCP acknowledgment numbers to match the TCP

sequence numbers used by the TCP proxies (reverse of step 9) and send the

packets to their respective TCP proxies.

The TCP sequence number adjustments in steps 9 and 12 are necessary in

order to ensure that both the primary and backup are using the same sequence

numbers, allowing a transparent switch to simplex mode operation in case of

failure. Each TCP proxy is free to choose any sequence number when initializing a

TCP connection. The backup raw proxy selects the actual initial TCP sequence

number that is used by the servers when communicating with the client. After the
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selection, the backup raw proxy sends this initial sequence number to the primary

raw proxy, ensuring that both raw proxies will use the same sequence number

space when communicating with the client (see kernel module section for more

detail). Each raw proxy calculates the offset of the actual TCP sequence number

and the TCP sequence number generated by the corresponding TCP proxy. This

offset is then used to modify the TCP sequence number of packets being sent to the

client for the lifetime of the connection.

Since only the primary raw proxy sends packets to the client (step 9), a

problem can arise if the backup cluster falls behind the primary and as a result

receives TCP acknowledgments for packets that it has not yet sent. To solve this

problem the backup raw proxy keeps track of TCP acknowledgment packets that it

receives. Whenever it receives a TCP data packet from the backup TCP proxy that

contains a TCP sequence number that has already been acknowledged by the client,

the backup raw proxy generates a ‘‘fake’’ acknowledgment packet with the client

address as the source and sends it to the backup TCP proxy. This allows ‘‘old’’

data at the backup TCP proxy to be acknowledged.

4.4.2. An Implementation Based on Kernel-Level and Web Server

Modifications

Although the user-level proxy implementation presented in Section 4.4.1 is

simpler and potentially more portable, its associated performance overheads

proved too costly for practical settings. In particular, there is a difference of almost

a factor of five in the required CPU cycles per request between the user-level proxy

approach and the approach that includes kernel-level modifications (see
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Figure 4.3: Implementation: kernel and web server modules are used to
provide the necessary mechanisms for replication. Message paths are
shown.

Section 4.6.4). Hence, in practice a more efficient implementation is necessary.

As discussed previously, the tasks of the scheme described in Section 4.2 can

be divided into two categories: packet header modifications and operations

performed at the HTTP message granularity. In our implementation based on

kernel-level and web server modifications presented in this section, each of these

categories of tasks is implemented by a separate module (Figure 4.3). Kernel

modifications, implemented in a Linux loadable kernel module, perform TCP/IP

packet operations. HTTP message operations are performed in the Web servers

and are implemented in an Apache Web server module. In the rest of this section,

we present the details of our kernel module, Web server module, and service

failover.
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4.4.2.1. Kernel Modifications

The kernel modifications implement the client-transparent atomic multicast

mechanism between the client and the primary/backup server pair. In addition,

modifications facilitate the transmission of outgoing messages from the server pair

to the client such that the backup can continue the transmission of replies

seamlessly if the primary fails. The kernel modifications modify the operation of

the kernel as follows: 1) a copy of incoming client packets arriving at the backup

are forwarded to the primary, 2) outgoing (from the primary to the client) packets’

headers are rewritten to use the advertised address as source, 3) outgoing packets

generated at the backup are dropped during normal fault-free operation, and 4)

server-side initial TCP sequence numbers are synchronized between the primary

and backup, and packet headers are rewritten to ensure the use of a consistent

sequence number space. The details of these modifications are discussed in the rest

of this subsection.

As in the user-level proxy implementation, the advertised address of the

service known to clients is mapped to the backup server, so the backup will receive

the client packets. After an incoming packet goes through the standard kernel

operations such as checksum checking, the backup’s modified kernel forwards a

copy of the packet to the primary. The backup’s kernel then continues the standard

processing of the packet, as does the primary’s kernel with the forwarded packet.

The primary server sends the outgoing packets to the clients. Again as in the

user-level implementation, such packets must be presented to the client with the

advertised address as the source address. Hence, the primary’s kernel

modifications change the source address of outgoing packets to the advertised
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address. On the backup, the kernel processes the outgoing packet and updates the

kernel’s TCP state, but the modified kernel intercepts and drops the packet when it

reaches the device queue. TCP acknowledgments for outgoing packets are, of

course, incoming packets and they are multicast to the primary and backup as

above.

The key to our multicast implementation is that when the primary receives a

packet, it is assured that the backup has an identical copy of the packet. The

backup forwards a packet only after the packet passes through the kernel code

where a packet may be dropped due to a detected error (e.g. checksum) or heavy

load. If a forwarded packet is lost while enroute to the primary, the client does not

receive an acknowledgment and thus retransmits the packet. This is because only

the primary’s TCP acknowledgments reach the client. TCP acknowledgments

generated by the backup are dropped by the backup’s modified kernel.

Another issue that the kernel modifications address is the selection of the

initial TCP sequence number. To achieve client transparency at the TCP level,

both servers must choose identical sequence numbers during connection

establishment. For security reasons, most TCP stack implementations select initial

sequence numbers using a random component. Hence, our scheme requires this

value to be passed from one server to the other. We avoided any extraneous

message passing between the servers by passing the initial sequence number in the

unused ack field of TCP SYN packets. Upon the receipt of a SYN packet from the

client, the backup server calculates an initial sequence number using the kernel’s

standard secure functions. The chosen sequence number is then placed in the ack

field of the SYN packet before it is forwarded to the primary. A standard kernel
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would ignore the ack field of a SYN packet since the ACK flag in a standard TCP

SYN packet is not set. However, our modified kernel at the primary server expects

this value and uses it as it’s initial sequence number.

The kernel-level implementation does not require any modification to the data

portion of TCP packets. As described previously, the raw proxies in our proxy

based user-level implementation modify the data portion of TCP packets in order

to add a connection identifier (i.e. the client address) to each request. Our

implementation choice of using two levels of proxies caused this requirement.

Since the raw proxies mediate between the clients and TCP proxies, the source

addresses of packets that arrive at the TCP proxies are the addresses of the raw

proxies and not the client. Hence, the TCP proxies can not use standard socket

calls to obtain information regarding the clients. The raw proxies must provide any

desired information about the clients to the TCP proxies. With the kernel-level

implementation, however, copies of client TCP packets reach both the primary and

backup kernels. As a result, the user-level server processes can use standard socket

calls to obtain client addresses, thus avoiding the need to modify the data portion of

any TCP packets.

Our kernel modifications are implemented in the form of a loadable Linux

kernel module. The module is loaded onto each server replica at initialization

time. In addition to the kernel module, we modified the kernel itself and added a

few function ‘‘hooks’’ (i.e., entry points) where our module code is called. The

use of a kernel module allows for isolation of our implementation code from the

rest of the kernel source. It also simplifies debugging and modifications of the

code since only the module (and not the entire kernel) must be recompiled. The
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total size of our kernel modification are roughly 5000 lines of code for the kernel

module with small changes (less than 100 lines) to the kernel source as mentioned

above.

4.4.2.2. Modifications to the Server Application

The server modifications are used to handle the parts of the scheme that deal

with messages at the HTTP level. The operations of a standard off-the-shelf web

server are modified to: 1) log arriving requests at the backup, 2) implement a user-

level reliable reply logging mechanism where each generated reply on the primary

is first logged to the backup before being sent to the client, and 3) garbage collect

the logged requests on the backup when the matching reply arrives from the client.

We implemented the server modification as an Apache module. The Apache web

server [Apac98] implementation includes several entry points where a module may

interface. Our Apache module acts as a handler [Stei99] and generates the replies

that are sent to the clients. Our modules is composed of roughly 6500 lines of C

code. It implements worker, mux, and demux processes. The Apache code itself

(approximately 100,000 lines of code) was not modified. The details are described

in the rest of this subsection.

4.4.2.2.1. Worker Processes

A standard Apache web server consists of several processes handling client

requests. We refer to these standard processes as worker processes. In addition to

the standard handling of requests, in our scheme the worker processes also

communicate with the mux/demux processes described in the next subsection.
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Figure 4.4: Server Structure: The mux/demux processes are used to
reliably transmit a copy of the replies to the backup before they are
sent to clients. The server module implements these processes and the
necessary changes to the standard worker processes.

The primary worker processes receive the client requests, perform parsing and

other standard operations, and then generate the replies. Other than a few new

bookkeeping operations, these operations are exactly what is done in a standard

web server. After generating the reply, instead of sending the reply directly to the

client, a primary worker process passes the generated reply to the primary mux

process so that it can be sent to the backup. The primary worker process then waits

for an indication from the primary demux process that an acknowledgment has

been received from the backup, signaling that it can now send the reply to the

client.

The backup worker processes perform the standard operations for receiving a

request, but do not generate the reply. Upon receiving a request and performing

the standard operations, the worker process just waits for a reply from the backup

demux process. This is the reply that is produced by a primary worker process for

the same client request.
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4.4.2.2.2. Mux/Demux Processes

If each server replica contained only a single worker process, the reply

logging step of our scheme could be implemented simply with a direct

communication between the two worker processes. Upon generation of each reply,

the worker process on the primary would send a copy of the reply to the backup

worker process, wait for a user-level acknowledgement, and then send the reply to

the client. Practical servers however, typically contain multiple worker processes

or threads. Hence, a mechanism is required to link the worker process from each

replica that is handling the same request.

One possible approach would be to pair worker processes (one on each

replica) statically at server initialization time. This approach would be simple,

however, it requires the paired processes to always receive and process identical

requests. In practice (e.g. Apache web server), the handoff of new client

connections to a worker process is typically done by the kernel (via listen and

accept calls) and is not deterministic. Thus, we can not ensure at the user-level that

the both processes in the pair will always receive identical requests. Hence, an

alternative approach is required.

An alternative approach is to have connections between each and every

possible combination of process pairs on both replicas. Obviously a large

initialization and resource overhead is incurred. In addition, with each request a

primary process must identify which remote process is handling the same request.

Our approach avoids the overhead and implementation complexity by using

dedicated processes on each replica for reply logging. There are two processes

added to the primary (a ‘‘mux’’ and a ‘‘demux’) as well as a ‘‘demux’’ processes
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added to the backup. The mux/demux processes ensure that a copy of each reply

generated by the primary is sent to and received by the backup before the

transmission of the reply to the client starts. The mux/demux processes

communicate with each other over a TCP connection, and use semaphores and

shared memory to communicate with worker processes on the same host (Figure

4.4).

The primary mux process receives the replies generated by primary worker

processes and sends them to the backup on a TCP/IP connection that is established

at startup. A connection identifier (client’s IP address and TCP port number) is

added as a custom header to each reply message so that the backup can identify the

worker process with the matching request. The main reason for existence of this

process is that there is no easy way for multiple processes to share a single

connection/socket descriptor for sending. For a multi-threaded server

implementation, this process would not be necessary as all threads of a process can

share and use the same socket descriptor.

The backup demux process receives replies from the primary and sends an

explicit (i.e. user-level) acknowledgment back to the primary for each reply. The

reply’s connection identifier is included in the acknowledgment message. The

backup demux process then examines the custom header of each reply and hands

off the reply body to the appropriate backup worker process.

The primary demux process receives acknowledgment messages from the

backup and signals the appropriate worker process that its reply has been logged by

the backup and that it may proceed with sending of the reply to the client. Again,

the connection identifier is used to match the acknowledgments with the
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appropriate worker process.

4.4.3. Converting Process Crashes to Host Crashes

As discussed in Section 4.1, our work is based on the assumption that only

one host at a time can be affected by a fault and that the impact of the fault can be

to either crash a process (fail-stop processes) or crash the entire host. However, the

fault tolerance mechanisms can be simplified if it can be assumed that the only

possible impact of a fault is for the host to crash (fail-stop hosts). In particular, as

discussed below, there are two key complications with fail-stop processes as

opposed to fail-stop hosts: 1) as a result of a fault on a server, the client may close

the connection and thus the fault tolerance mechanism is no longer client-

transparent, and 2) error detection may be more complex. In order to avoid these

complications, our implementation converts process crashes to host crashes.

With a standard UNIX/Linux kernel, when a server process crashes, the

kernel closes all open network connections of that process. As a result, the TCP

implementation in the kernel generates either an RST or a FIN packet, depending

on the state of the connection. Upon receiving this packet, the client on the other

side of the connection will close the connection. Once the TCP connection is

closed, re-establishing the connection would have to involve special action by the

client, thus violating the requirement of client-transparent fault tolerance. Hence,

our implementation must detect process crashes and prevent the transmission of

these RST and FIN packets. This requires the implementation to distinguishing

between TCP RST or FIN packets generated due to a process crash, which must be

discarded, and those RST or FIN packets generated during normal operation, which
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must be allowed to reach the client.

Only minor changes in the kernel were required in order to discard the RST or

FIN packets when a process crashes [Aghd05]. These changes identify process

crashes by setting a special flag when the process performs an explicit exit call.

During process termination cleanup, if this flag is set, any TCP packets generated

for any of the open sockets of the process are transmitted normally. However, if

the flag is not set, thus indicating that the process terminated abnormally, all

outgoing packets for sockets of this process are discarded.

As described in Subsection 4.4.2.2, the server implementation consists of

multiple processes on each host. If one of these processes crashes, e.g., the mux or

demux processes, a complex fault tolerance scheme would be required in order to

identify which process crashed and take recovery actions that would allow other

processes on the host to continue to run correctly. Instead, our implementation

responds to any process crash by killing all the service-related processes on the

host. On each server host there is a process that generates periodic heartbeats and

sends them to the other member of the (primary, backup) host pair. If the heartbeat

monitor process on a host detects missing heartbeats from its partner host, it takes

recovery actions that are appropriate for a host crash (Subsection 4.6.3). The

heartbeat generator process is among the processes that are killed if any of the

processes on the host crashes.

All the service-related processes on each server host are descendants of a

single ancestor, henceforth referred to as the top process. Except for the top

process, every other process is forked from another process and is thus a ‘‘child’’

of some other process. Whenever a child process crashes or terminates normally,
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standard UNIX/Linux functionality is that the parent is notified via a SIGCHLD

signal. The kernel passes to the SIGCHLD signal handler a flag that indicates

whether the process exited normally or terminated abnormally. In our

implementation, every process includes a handler for the SIGCHLD signal. If the

child process terminated abnormally, the parent process kills all other service-

related processes, including itself and the heartbeat generator. This ensures that the

other member of the server pair will eventually detect a fault (missing heartbeats)

and take over, as described in the next subsection. The top process on the host

cannot be monitored in this fashion. Instead, the heartbeat generator explicitly

checks that its parent process (which is the top process) is still alive before sending

each heartbeat. If the parent process is not alive, the heartbeat generator kills all

other service-related processes, including itself.

4.4.4. Failover

We assume failures to be fail-stop [Schn84]. For fault detection, heartbeat

messages are exchanged between servers. A process in the user-level server

modules of each server periodically sends sequenced UDP packets to its

counterpart. Consecutive missed heartbeats signal that a fault has been detected.

When a fault is detected, the system must transition from standard replicated

(duplex) operation to single server (simplex) mode (Figure 4.5) [Aghd03b]. The

identity of the service (i.e., advertised address) is preserved for new and existing

connections. Existing active connections are migrated to simplex mode. For each

received HTTP request, the system ensures that the complete HTTP reply message

is delivered to the client.
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Figure 4.5: In normal (pre-fault) operation, client input is sent to the
backup and then forwarded to the primary. The primary generates the
output, logs it to the backup, and sends it to the client. After a fault,
the surviving node takes over the identity of the failed node and
operates in simplex mode.

As previously mentioned, the advertised address is mapped to the backup

server in fault-free operation. The service address used by the clients must

continue to be available following a backup server failure. Hence, the remaining

member of the duplex pair, the primary, has to take over that IP address. This

takeover can be implemented using a Linux ioctl that establishes an additional IP

address alias for the network interface. However, as discussed later in this section,

this functionality is included in a new system call that we implemented.

In a standard modern networking setup, the servers are connected to a

switched LAN and all packets from remote clients pass through multiple routers on

their way to the server. Following IP address takeover, the local router must be
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informed that a new host (MAC address) should now receive packets sent to the

‘‘migrated’’ IP address. We use gratuitous ARP [Plum82] to accomplish this task.

Specifically, ARP reply packets are sent to hosts (including the router) on the same

IP subnet without waiting for explicit ARP requests. Once the router receives an

ARP reply packet, its ARP cache is updated, causing it to route packets that are

sent to the service address to the surviving server. Gratuitous ARP is not reliable

since the ARP reply packets may be lost. Hence, we added a level of reliability by

pinging a known host outside the server subnet. If a ping reply is received, it

implies that the router’s ARP cache has been updated. If a reply is not received

within a timeout interval, the gratuitous ARP reply packets are retransmitted. Only

a single outside host is used in our implementation. However, this approach can be

trivially extended to ping multiple outside hosts to avoid the possibility of the

outside host becoming a single point of failure. A ping reply from any outside host

would indicate a successful router ARP cache update.

Since faults are detected by the user-level heartbeat processes in the server

module, the kernel module must be informed in order to transition active

connections from duplex to simplex processing mode. Hence, we have

implemented a system call which allows a user-level process to notify the kernel of

a fault detection. The kernel module’s transition from duplex to simplex mode is

simple. If the primary fails, the backup kernel module no longer forwards the

incoming client packets to a primary. Also, outgoing packets are sent to the client

instead of being discarded. As a result, unacknowledged portions of any logged

replies will reach the clients. If the backup fails, the primary kernel module takes

over the advertised address and incoming packets are received directly from the
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clients instead of being forwarded from the backup, but this change is not

noticeable to the server.

At the user-level, the heartbeat process must notify all other user-level worker

and mux/demux processes of a detected fault. The user-level notification is

implemented by setting a global flag in shared memory. Each server module

process checks this flag when it receives a client request, and determines whether

the system is in duplex or simplex mode. At failure time, some of the server

module processes may be waiting for an event. For example, a backup worker

process may be waiting for a reply, or a primary worker process may be waiting for

acknowledgement that its reply has been logged. When a fault occurs, these

waiting processes must be notified to no longer wait, since the events they are

waiting for will not occur in post-fault (simplex) operation. The process that

detects the fault performs these notifications using the same mechanism normally

used by the demux process.

After a failover and transition to simplex mode, new requests are processed in

simplex mode and replies are sent directly to the client. In-progress requests

logged at the Backup, for which a reply was never logged (by the failed Primary),

are similarly processed in simplex mode.

4.4.5. Restoration of Fault-Tolerant Service After Failover

After recovery from a fault, it is desirable to restore the system back to its

replicated configuration so that other faults can be tolerated. Our implementation

allows for the integration of a new server into the system without any disruption to

active connections. No extra resources other than a process listening for a
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connection are used while operating in simplex mode. After a failover to simplex

mode, a server module process listens for a new server that may want to join the

system. The new server trying to join the system is initialized with all the required

modules and processes for duplex operation before contacting the active simplex

server. The new server connects to the waiting simplex server process and the two

exchange identity and configuration information. At this point, the active simplex

server begins the transition to duplex mode. At the user-level, processes required

for the logging of replies in duplex mode are spawned and initialized. Their

initialization includes setting up the required TCP connections with the new server.

Once all processes are initialized, the active simplex server invokes our system

call, notifying the kernel module to also transition to duplex mode. Packets for

new connections received after the transition are processed in duplex mode.

Our implementation does not transition the existing client connections being

processed in simplex mode to duplex mode. Hence, a server may need to operate

in simplex and duplex modes simultaneously. To support multiple modes

simultaneously, the kernel module keeps track of the system mode at a per

connection granularity. At user-level, the server module uses our system call to

check the mode of a connection. This check, i.e. system call, is only necessary

while the transition from simplex to duplex is not fully complete — i.e., there are

still existing simplex connections that have not yet terminated.

A conceivable improvement to our scheme would be to transition existing

simplex connections to duplex mode as well, thus allowing for tolerance of

multiple faults on the same connection. The simplex node’s existing connection

state and generated HTTP replies would have to be transferred to the new node,
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which can be expensive. We extended our implementation to minimize the need

for such a scheme by using the protocol semantics of HTTP/1.1 to ensure that after

transition to duplex mode, existing simplex connections will be short-lived.

HTTP/1.1 allows multiple requests to be pipelined on the same connection.

However, the server has the option of terminating the connection at any

point [Fiel99]. The server may close the connection cleanly using the HTTP

‘‘Connection: close’’ directive or by closing the connection at the transport level.

The client should retry the pipelined requests for which it does not receive a

reply [Fiel99]. We use this property to our advantage and force leftover simplex

connections to be short-lived. After a server integration, the first request on each

existing simplex connection is processed normally in simplex mode. However,

when sending the reply, we notify the client at the HTTP level that the connection

should be closed. As a result, the client will start a new connection for the

processing of the rest of pipelined requests. Since these will be new connections,

they will be automatically processed in duplex mode by our system. Hence, after

the start of transition to duplex mode, our implementation will only process the

single current active HTTP request of a connection in simplex mode. The rest of

the requests will be processed in duplex mode, on a new connection.

4.5. Optimizations

Our performance evaluation of CoRAL (see Section 4.6) revealed two areas

where CoRAL’s performance could be improved. 1) The backup server does not

execute the application, and during fault-free operation its processing potential is

largely wasted, especially for processor-intensive applications. 2) The reply
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logging operations add unnecessary overhead for static, deterministically generated

content. The application-level logging step can be safely eliminated for content

that is generated deterministically. Based on the above findings, we implemented

two performance optimizations for our scheme [Aghd03a]. The first, dual-role

servers, improves throughput by distributing the primary and backup tasks among

all the server hosts. The second, reduces the average overhead per request by

allowing a more efficient scheme to be used with requests for static content.

4.5.1. Dual-Role Server Hosts

With our primary/backup scheme, the primary is likely to require significantly

more processing than the logging that is performed on the backup, especially when

serving dynamic content that requires significant processing in order to generate

each reply. This type of content is typical for transaction processing e-commerce

applications, where fault-tolerance is critical. For the experimental setup described

in Section 4.6, Figure 4.6 shows the CPU cycles used per reply, where replies are

generated using the WebStone [Mind02, Tren95] CGI benchmark. The large

difference between the processing cycles used at the primary and backup servers

indicate that the backup host is mostly idle, with its processing potential largely

wasted. A simple solution to this problem is to distribute the primary server tasks

and backup server tasks among all the hosts. Hence, each server host will serve as

the primary for some requests and the backup for others [Time02, Borg83]. We

refer to this scheme as dual-role servers. The distribution of requests between the

two servers can be done using standard load balancing techniques, such as Round

Robin DNS [Bris95], centralized load balancers [Cisc99a, Cisc99b], or redirection
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schemes [Sury00].
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Figure 4.6: Server hosts CPU cycles (in million) per request for
processing requests requiring dynamically-generated replies of
different sizes. The primary and backup nodes of the system in duplex
mode are depicted by Duplex-pri and Duplex-bu respectively. The
Duplex Total line is the sum of the cycles used by the primary and
backup per request.

CoRAL implementation without the dual-role optimization uses kernel

modules and Apache server modules that are statically initialized to perform either

the primary or backup functions [Aghd02]. For the dual-role server optimization,

the kernel module must perform both functions simultaneously. Hence, for each

packet received, the kernel module must dynamically determine whether it should

process the packet as the primary or the backup. Similarly, it is also convenient for

the web server processes (server modules) to dynamically determine whether to

process requests at the primary or backup. Our solution is to use two separate TCP

ports: one for incoming packets from clients and another for the forwarded packets

from the other server. When a kernel module receives a packet on the public

(client) port, it functions as the backup and forwards a copy of the packet to the
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internal (forwarding) port of the other server. As a result, the forwarded packets

arrive on a different TCP port number than the client packets, and the acting mode

of the kernel module can be determined based on each packet’s destination TCP

port number. The same basic mechanism also works for the server module.

Although the user-level server modules do not have access to the packet headers,

they can determine the message destination address and their appropriate mode

based on the socket where the request is received.

4.5.2. Efficient Handling of Static, Deterministic Content

As discussed previously, CoRAL is designed to handle non-deterministic

dynamic reply generation. The reply is generated by the primary and then logged

on the backup before its transmission to the client can begin. The logging is done

over a dedicated TCP connection between the primary and backup. The primary

waits for an explicit user-level acknowledgment from the backup before it begins

to transmit the reply to the client [Aghd01, Aghd02]. Compared with transmission

of the reply as soon as it is generated, our scheme results in increased latency.

Specifically, most of the latency overhead of our scheme is due to the logging of

the replies and increases with message size (see Section 4.6).

Much of the latency overhead of our scheme can be eliminated if the replies

are deterministic — for example, if the replies are based on the contents of static

data (files) available to all hosts. In that case, instead of logging replies, active

replication [Schn90, Shen00] can be used, where both the primary and backup

independently generate each reply.

A possible disadvantage of using active replication is increased CPU load on
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the backup for generating the replies. However, deterministic replies of web

services are often generated from static files and their generation is not processor

intensive. Even processor intensive deterministic server applications (e.g.

deterministic CGI scripts), typically have their results pre-computed and preserved

in ‘‘cache’’ files or memory for performance reasons. With reply logging, our

measurements have shown that the amount of processing required at the primary

and backup hosts are similar when replies are generated from cached

files [Aghd02]. Hence, the number of CPU cycles required by the backup server

for logging the replies is approximately the same as the number of CPU cycles

required by the primary to generate the replies. Thus, when processing associated

with reply logging is eliminated, system performance improves (see

Section 4.6.2.3.4).

The lack of synchronization between the primary and backup servers with this

optimization can cause a degradation of performance for some requests. Since

replies are no longer logged and reply messages are not exchanged between

servers, the backup may fall behind the primary. The primary server may process a

request, produce the reply, and send the reply to the client all before the backup

server processes the same request. In such a case, the backup will receive client

TCP acknowledgment packets before it has produced the corresponding TCP data

packets. To maintain correctness for fault-tolerance, the backup kernel module

drops these acknowledgments, allowing the primary and backup TCP states to

converge before the acknowledgment packets are processed. This approach can

lead to retransmission of some packets and an increase in the observed request

processing time by some of the clients. This problem can be fairly common under
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heavy load because both servers perform identical operations except that the

backup performs the extra step of forwarding every client packet to the primary,

making the backup the processing bottleneck of the system.

We have implemented an alternative optimization, henceforth referred to as

sync static (synchronized static), that reduces the probability of retransmissions at a

cost of some latency and processing overhead. With the sync static approach, the

backup server sends a message containing the connection identifier to the primary

upon the generation of each reply. The primary sends the reply to the client only

after it receives the synchronization message from the backup. This prevents the

primary from getting too far ahead of the backup.

The optimized version and the original reply logging version of our scheme

can be used simultaneously on the same servers. The Apache web server provides

a mechanism similar to a content-based (layer-7) router, where decisions about the

processing of a request can be made based on the request URL in the HTTP header.

Instead of routing requests to different servers as done by routers, Apache decides

whether or not to use each module based on the request URL [Stei99]. If the

request URL includes a path that has been designated to be non-deterministic

content, our module that implements the reply logging is used. Otherwise, the

module and the reply logging step is skipped. For example, servers can be setup

where the URLs for non-deterministic content begin with http://hostname/non-

deterministic/, and those for deterministic or static content begin with

http://hostname/static/.

As mentioned before, the static optimization is best suited for cases where

reply generation is not processor intensive. A conceivable further optimization for
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processor intensive cases is to have the backup server log the requests and generate

the reply only if the primary fails. As a result, processing cycles on the backup

would not have to be used for reply generation during normal operation. Our

original non-deterministic scheme also accomplishes this goal with the additional

cost of sending the replies from the primary to the backup. Hence, the benefits of

this possible approach are limited to only the cases where the replies are

deterministic, processor intensive, and very large.

4.6. Performance Evaluation

In order to better understand the implications of design tradeoffs and

implementation choices of CoRAL, we evaluated the performance of our scheme

considering the overhead during normal operation as well as duration of any impact

on the service when a fault occurs. The overhead during normal operation can be

expressed in terms of increased response time, an increase in the number of server

CPU cycles per request, and a decrease in the maximum request throughput that

can be handled by a fixed number of servers. The response time (latency) will

increase due mainly to the latency of forwarding the request by the backup and

then logging the reply by the primary to the backup before sending the reply to the

client. Some additional, relatively minor, factors that increase response time

include address translation, sequence number mapping, and checksum

recomputation. All the extra operations that increase the response time also

account for the extra processing cycle per request. However, the extra latency is

not directly proportional to the overhead processing cycles since part of the latency

is due to communication between the server replicas and not simply extra
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processing.

To a first order approximation, the response time of our scheme can be

expressed by a very simple equation:

Response_Time = α × Reply_Length + β + Reply_Generation (Eqn 1)

This equation also holds for the standard service implementation without any of

our changes. Reply_Generation is the time to generate a reply on a server replica

once the request has been received and thus this factor is not impacted by our

scheme. Our scheme does impact α and β. The fixed time to set up the connection

is β, while the latency per reply byte is α. While Reply_Size may impact

Reply_Generation , neither of these factors is impacted by our scheme.

The total number of server processing cycles per request can be expressed

with an equation that has the same form as Equation 1. The maximum throughput,

when not limited by network bandwidth, is approximately inversely proportional to

the processing cycles per request.

The rest of this Chapter presents the results of experimental evaluation of our

implementations of CoRAL.

4.6.1. Experiment Setup

Unless otherwise noted, our measurements were performed on 350 MHz Intel

Pentium II PCs interconnected by a 100 Mb/sec switched network based on a Cisco

6509 switch. The servers were running our modified Linux 2.4 kernel and the

Apache 1.3.23 web server with logging turned on. For some experiments, the

server replies were generated dynamically, using WebStone 2.0 benchmark’s CGI
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workload generator [Mind02, Tren95]. This benchmark randomly generates each

reply byte. With this reply generator, where γ is the cost per byte of generating

the reply, Equation 1 becomes:

Response_Time = α × Reply_Length + β + γ × Reply_Length (Eqn 2)

For other experiements, the server replies were static, read from a file whose

contents did not change. In those cases, since the file was read repeatedly, it was

cached in memory by the OS. Hence, the reply was effectively simply read from

memory. With respect to Equation 2, this corresponds to γ = 0.

We used custom clients similar to those of the Wisconsin Proxy

Benchmark [Alme98] for our measurements. The clients continuously generate

one outstanding HTTP request at a time with no think time. For each experiment,

the requests were for replies of a specific size as presented in our results. Internet

traffic studies [Bres99, Cunh95] indicate that the median size for Web replies is

typically around 15k bytes.

Measurements were conducted on at least three system configurations:

standard, simplex, and duplex. Standard is the off-the-shelf system with no kernel

or Web server modifications. The simplex system includes the kernel and server

modifications but there is only one server, i.e., incoming packets are not multicast

and outgoing messages are not logged to a backup before transmission to the client.

The extra overhead of simplex relative to standard is due mainly to the packet

header manipulations and bookkeeping in the kernel module. The duplex system is

the full implementation of the scheme.
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4.6.2. Failure-Free Performance

CoRAL introduces several new communication and processing steps that are

performed in addition to the standard communication and processing that occur

with a standard off-the-shelf web service. Incoming client TCP packets are

forwarded by the Backup to the Primary, adding an extra hop to the path traveled

by each incoming packet. The TCP/IP processing inside the kernel is actively

replicated on both the Primary and Backup replicas. The transmission of replies to

the client does not occur until a copy is logged by the Primary to the Backup, and

an acknowledgement of the logging is received by the Primary. Each of these step

adds to the overhead incurred by our system.

We performed several experiments to better understand the overheads of our

system in failure-free operation. The key performance measures to consider

include latency — the client observed time for receiving a reply for a request —

and throughput — the amount of client requests that can be processed per unit

time. Latency is important because clients often have an expectation of how long

request processing should take. Hence, long latencies (longer than what the client

expected) can lead to unsatisfied clients, and should be avoided. For web services

the expectation for response time (latency) is typically in the sub-second to at most

a few seconds range [Bail01]. Throughput is important because typically it is

directly correlated with the service provider’s income. A service provider’s goal is

to achieve the maximum possible throughput with its resources. A related metric is

the amount of processing (CPU) cycles required to service each request. Assuming

the service application is CPU bound (see discussion below), an increase in the

processing requirement will result in either a lower system throughput or a higher
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cost to the service provider (in terms of new/faster CPUs) to achieve the same

throughput.

The system latency, throughput, and processing requirements are directly

affected by the CoRAL overheads. The forwarding of incoming client TCP

packets by the Backup to the Primary adds an extra hop to the path of each packet,

increasing the latency of each request processed. The forwarding of packets also

adds processing overhead since each received packet is copied and modified for

sending. The active replication of TCP processing on both the Primary and Backup

replicas also introduces processing overhead to the system. The reply logging step

which allows for the handling of non-deterministic generated replies also adds

overhead in terms of both latency and processing. The latency is also increased

since the transmission of each reply to the client is delayed until the Primary sends

a copy of the reply to the Backup and a user-level acknowledgement is received.

This logging communication and the logging implementation described in

Section 4.4.2.2 also requires some processing.

4.6.2.1. Application Reply Types and System Behavior

Web service application replies can be categorized into two types: static and

dynamic. Static replies are generated deterministically, typically from contents of

a file. The cost of generating these replies in terms of CPU cycles is relatively low.

The files used for reply generation tend to be cached in memory, thus avoiding a

disk access. As a result the latency for such replies is also typically relatively low

and the throughput is often limited by the available bandwidth. Dynamically

generated replies are typically non-deterministic and relatively processor intensive.
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Therefore, the throughput is often limited by the amount of available CPU

processing power.

With CoRAL, the content of replies is generated only at the primary (except

with the static optimization discussed in Subsection 4.5.2). Hence, CoRAL’s

overheads are related to the size of the replies and not to the amount of processing

required to generate the replies. There is a fixed processing overhead that is

incurred regardless of the reply type. As a result, the overhead of CoRAL relative

to a standard server is larger for static replies (which require few cycles to

generate) than the more processor-intensive dynamic replies. In Section 4.5.2 we

showed how to optimize CoRAL and reduce the overhead for static content.

However, in general, practical applications that require a high level of reliability

and fault-tolerance (e.g., transaction-based systems) typically involve dynamically

generated replies. Hence, our experiments with dynamically generated replies are

more representative of a practical setting.

4.6.2.2. Dynamically Generated Replies

As mentioned earlier, practical systems that require a high level of reliability

and fault-tolerance are typically processor intensive. Static content results

presented in Section 4.6.2.3 show the baseline case where the generation of replies

requires minimal processing. In this section we present results for an example

application where more CPU cycles are spent on generating a reply than the static

case — a CGI script that dynamically generates the replies. As described in

Section 4.6.1, for these experiments our clients were configured to send requests

for the CGI content. The web server used the CGI script that is part of WebStone
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2.0 benchmark [Mind02, Tren95]. This CGI workload generator generates each

reply byte using a random number generator. In addition, as with typical CGI

processing, a new server process is created (forked) to handle the request. Hence,

the server CPU utilization is significantly higher than the CPU utilization for

generating static content. This behavior is more indicative of targeted practical

applications such as transaction processing where increased system reliability and

fault-tolerance is required. We measured the client observed latency for individual

requests, peak system throughput in terms of requests per second and Mbytes per

second, and processing overhead incurred due to our fault-tolerance

implementation.

0

10

20

30

40

0 10 20 30 40 50

L
a
t
e
n
c
y

Reply Size (kbytes)

. .. .. . . . .. . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . . .

. .. . . . .. . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . . .
Duplex
Duplex Logging Overhead
Simplex
Standard

Figure 4.7: Average latency (ms) observed by a client for different
reply sizes and system modes.
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4.6.2.2.1. Latency Overhead with Dynamic Replies

Figure 4.7 shows the average latency on an unloaded server and network from

the transmission of a request by the client to the receipt of the corresponding reply.

There is only a single client on the network, with a maximum of one outstanding

request. These results match Equation 2, with γ = 0.34 µs/B, and for (standard,

simplex, duplex), respectively, α = (0.10, 0.14, 0.21) µs/B,

β = (5.59, 5.86, 6.40) ms.

The higher value of the factor α for duplex compared to standard means that

the absolute latency overhead increases with increasing reply size. The extra

processing per reply byte is due mostly to the logging of the reply. In Figure 4.7,

the difference between the ‘‘Duplex Logging Overhead’’ line and the ‘‘Standard’’

line is the time to transmit the reply from the primary to the backup and receive an

acknowledgement at the primary. As the figure shows, this time accounts for most

of the duplex overhead. In practice, taking into account server processing and

Internet communication delays [Matr00], server response times of tens or even

hundreds of milliseconds are common. Hence, the increased latency of a few

milliseconds (6.6ms for 50KB replies) will have negligible impact on the service

observed by the Internet clients.

4.6.2.2.2. Processing Overhead with Dynamic Replies

We measured the CPU cycles used by a server host in several different

settings in order to identify CoRAL’s processing overhead. The measurements

were performed using a driver [Pett03] which utilizes the processor’s performance

monitoring counter registers. Specifically, we measured
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global_power_events [Inte04] which accumulates the time during which the

processor is not stopped. First we measured the number of cycles used by an idle

host (just running the OS and minimal system processes) in a given amount of time

(e.g. 10 seconds). We then measured the number of cycles used by a host while

processing a known number of requests (e.g. 1000) in the same time period. The

actual number of cycles used by our scheme was obtained by deducting the cycles

used by an idle host from the cycles used by the host processing requests.

Figure 4.8 shows the CPU cycles used by the servers to receive one request

and generate a reply of a given size. As mentioned earlier, these results can be

modeled by an equation that has the same form as Equation 2:

Cycles_Used = ω × Reply_Length + ψ + φ × Reply_Length (Eqn 3)

The measured results fit the values: φ = 120 cycles/B, and for (standard, simplex,
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duplex), respectively, ω = (10, 12, 56) cycles/B, ψ = (1.89, 2.0, 2.55) Mcycles.

Comparing duplex to standard, the component of the overhead that depends

on the reply size (the change in ω) is 46 cycles per reply byte. This overhead

consists of 14 cycles/B on the primary host and 32 cycles/B on the backup. This

overhead component is larger on the backup because the extra work on the primary

per reply byte is simply to transmits (log) it to the backup. On the other hand, on

the backup the extra work is to receive the reply byte, transmit it (with the kernel

module dropping it before it is physically transmitted to the network), and handle

as well as forward the client acknowledgements for the reply.

Based on Figure 4.8, the relative overhead of duplex versus standard is in the

range of 32%-35% for the entire range of reply sizes. This relative overhead is

heavily dependent on the cost of generating the reply (the parameter φ in

Equation 3. For example, if the reply is static, generated from files that are cached

in memory, the value of φ is essentially 0. In this case, the measured results

(Subsection 4.6.2.3.1) fit the values: for (standard, simplex, duplex), respectively,

ω = (10, 13, 56) cycles/B, ψ = (0.385, 0.423, 0.949) Mcycles. While the absolute

overhead for duplex is essentially the same as with dynamic replies, the relative

overhead reaches about 310% for 50KB replies. For most applications where

reliability is important (e.g., banking), there is likely to be significant processing

required to generate the reply. Hence, with respect to relative processing overhead,

the results above for dynamic content are more representative of practical

deployment. As shown in Section 4.6.2.3.4, lower relative overheads can be

achieved using the optimization for static content discussed in Section 4.5.2.

100



0

50

100

150

200

250

0 10 20 30 40 50

Requests
per

Second

Reply Size

............... . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . .. . . . . . . . . . . . .. . . . . . . . . . . . .

Theoretical

Standard
Simplex
Duplex

0

500

1000

1500

2000

2500

0 10 20 30 40 50

Kbytes
per

Second

Reply Size

..
...
..
...
..
..
...

..
..

..
..

.. . . . . . . . . . . . . . .. . . . . . . . . . . . . .. . . . . . . . . . . . .. . . . . . . . . . . . .

Theoretical

Standard
Simplex
Duplex

Figure 4.9: Peak system throughput (in requests and kbytes per second)
for different message sizes (kbytes) and system modes. ‘‘Theoretical’’
line represents the theoretical throughput of an standard server which
uses an equivalent number of processing cycles as the duplex system.

4.6.2.2.3. Throughput with Dynamic Replies

With the experimental setup for dynamically generate replies, the maximum

throughput is limited by the number of CPU cycles required per request.

Figure 4.9 presents the measured peak throughput for different system
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configurations. As shown in Figure 4.8, with the duplex configuration, the number

of CPU cycles per request on the primary is just slightly higher than with the

standard configuration (less than 11% higher). Hence, the maximum throughput

with duplex is also within 11% of the maximum throughput of standard. However,

this comparison is not ‘‘‘fair’’ since duplex uses two servers while standard uses

only one. With the same amount of resources (two server hosts), a standard

system can achieve twice the throughput of a single server. Specifically, the

difference between the 2*standard line and the duplex line represents the real

throughput overhead of our scheme — duplex achieves only 44%-46% of the

maximum throughput of standard on two hosts.

The theoretical line represents the theoretical throughput of a standard server

where in addition to a single server, the cycles used by the backup server in our

scheme is also used for generating replies in standard mode. The values were

calculated using our processing cycle measurements for our backup server and the

cycle measurements of a standard unreplicated server.

As discussed in Section 4.5.1, the large throughput overhead of the duplex

configuration is due to the fact that only the primary processes the requests and the

backup is mostly idle. Section 4.6.2.2.4 presents an evaluation of the dual-role

optimization (Section 4.5.1) that keeps both server replicas busy.

Since the primary server sends the replies to the backup and to the clients on

the same physical link, it is possible for this link to become a bottleneck. This

phenomenon is unlikely to occur for processor intensive applications (i.e. dynamic

replies) but it can occur for network bound applications such as cached static file

replies. In such cases, the throughput of our system can be improved by using a

102



secondary network interface on each server for the reply logging (see

Subsection 4.6.2.3.2).

4.6.2.2.4. Evaluation of the Dual-Role Servers Optimization

In Section 4.5.1 we described our dual-role optimization where each server

host can simultaneously act as both the primary and backup for different requests.

As a result, idle cycles on the backup can be used to process requests and generate

replies (as the primary), increasing the overall throughput of the system. Figure

4.10 presents the throughputs of a standard server and CoRAL with and without the

dual-role optimization. For these measurements clients were manually configured

so that half of the requests were sent to each server. In practice, a load-balancing

mechanism should be used to distribute the requests amongst the servers.

The dual role results show significant throughput improvement over duplex

results (Figure 4.10) — 70%-72% of the Standard throughput (on two hosts) is

achieved. As mentioned earlier, the performance improvement is due to the use of

otherwise idle backup cycles for processing of requests. The difference between

the 2*standard line and the duplex line represents the throughput overhead of our

original scheme. The dual role theoretical line shows the theoretical upper bound

of the dual-role scheme. The values were calculated using measurements of

required CPU cycles for the processing of a single request and the known

processing speed of our servers. The small difference between the theoretical

(calculated) and experimental values are likely due to the increased number of

context switches that occur during high loads.
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Figure 4.10: Peak system throughput (in requests and kbytes per
second) for different reply message sizes (kbytes). Replies generated
with WebStone 2.0 CGI benchmark.

4.6.2.3. Replies Based on Static Content

For static content experiments, the web server generated the replies using

contents of files available on the local host. Clients made requests to files of

specific sizes as noted in each experiment. Since repeated requests were made for

the same files, file contents were cached in memory and disk I/O operations were
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not involved. We measured the client observed latency for individual requests,

peak system throughput in terms of requests per second and Mbytes per second,

and processing overhead incurred due to our fault-tolerance implementation. The

setup for the experiments were described in Section 4.6.1. Results are presented in

the rest of this subsection.

4.6.2.3.1. Latency Overhead for Static Content

For latency measurements, a single client sent a single outstanding request to

an unloaded server and network, and the time from the transmission of the request

to the the receipt of the full corresponding reply was measured on the client. This

experiment was repeated one thousand times for each reply size, and the averages

were calculated.
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Figure 4.11 shows the average client observed latency. The results show that

105



the latency overhead relative to the standard system increases with increasing reply

size. This is due to processing of more reply packets and the associated overhead

of modifications made to each packet header. The difference between the Reply

Overhead line and the standard line is the time to transmit the reply from the

primary to the backup and receive an acknowledgement at the primary. This time

accounts for most of the duplex overhead. Note that these measurements

exaggerate the relative overhead that would impact a real system since: 1) the

client is on the same local network as the server, and 2) the requests are for

(cached) static files. In practice, taking into account server processing and Internet

communication delays [Matr00], server response times in the order of a hundred

milliseconds or greater are common. The absolute overhead time introduced by

our scheme remains the same regardless of server response times and therefore our

implementation overhead is only a small fraction of the overall response time seen

by clients.

4.6.2.3.2. Throughput with Static Content

We conducted experiments to measure the peak throughput achieved by the

system. Several experiments were performed, each for a fixed reply size. For

these measurements, multiple clients simultaneously send requests to the server.

There is one outstanding request per client. Upon the receipt of a reply, the client

continues and transmits another request. The total number of client requests

processed per unit time by the server were measured.

The number of clients were fixed for each experiment, and ranged from 8 for

large (50k) replies to 32 for small (1k) replies. The number of clients for each
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experiment was carefully chosen. If the number of clients for an experiment is too

small, the server will receive fewer requests than it is capable of handling and the

throughput results will be artificially low. If the number of clients is too large, the

server will receive more requests than it can handle, causing packets to be dropped.

This will cause TCP to backoff and the client to send requests at a lower rate.

Since the number of experimental clients (tens) are much smaller than in practice

(hundreds or thousands), and new experiment requests are sent by a client only

after the previous request has been serviced, a small backoff by the experimental

clients will cause an exaggerated drop in the number of transmitted requests and

thus system throughput. Hence, we manually varied the number of clients to find

the best (highest throughput) setting for each (reply size) experiment.

Figure 4.12 shows the peak throughput of a single pair of server hosts for

different reply sizes. The throughputs of standard and simplex (in Mbytes/sec)

increase until the network becomes the bottleneck. However, the duplex mode

throughput peaks at less than half of that amount. This is due to the fact that on the

primary, the sending of the reply to the backup by the server module and the

sending of reply to the clients (Figure 4.3) occur over the same physical link.

Hence, the throughput to the clients is reduced by half in duplex mode. To avoid

this bottleneck, the transmission of the replies from the primary to the backup can

be performed on a separate dedicated link. A high-speed Myrinet [Bode95] LAN

was available to us and was used for this purpose in measurements denoted by

‘‘duplex-mi’’. These measurements show a significant throughput improvement

over the duplex results, as a throughput of about twice that of duplex mode with a

single network interface is achieved.
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Duplex-mi (primary) 192 353 545 100 198 544 742 85 225 1283 1508 85
� �����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

Duplex-mi (backup) 147 355 502 93 152 545 697 80 169 1124 1293 72
� �����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

Simplex 186 250 436 100 191 365 556 99 208 871 1079 70
� �����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

Standard 165 230 395 100 166 342 508 99 178 730 908 60
� �����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
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TABLE 4.3: Breakdown of used CPU cycles (in thousands) - cpu%
column indicates CPU utilization during peak throughput.

4.6.2.3.3. Processing Overhead with Static Content

CoRAL’s processing overhead was evaluated by taking advantage of the

processor’s performance monitoring registers [Inte04], using the procedure

described in Subsection 4.6.2.2.2. Table 4.3 shows the CPU cycles used by the

servers to receive one request and generate a reply of different sizes. For each

configuration the table presents the kernel-level, user-level, and total cycles used.

The ‘‘cpu%’’ column shows the cpu utilization at peak throughput, and indicates

that the system becomes CPU bound as the reply size decreases. This explains the

throughput results, where lower throughputs (in Mbytes/sec) were reached with

smaller replies.

Based on Table 4.3, the duplex server (primary and backup combined) can

require more than four times (for the 50KB reply) as many cycles to handle a

request compared with the standard server. However, as noted earlier, the likely

applications of this technology is for dynamic content. With dynamic content,
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replies are likely to be smaller and require significantly more processing. Hence,

the actual relative processing overhead can be expected to be much lower than the

factor of 4 shown in the table (see Section 4.6.2.2.2).

4.6.2.3.4. Optimization for Deterministic or Static Content

Section 4.5.2 presented an optimization for more efficient handling of

deterministic or static content. Much of the overhead of our scheme is due to the

logging of replies from the primary to the backup. Furthermore, when the reply is

simply the contents of a file that is usually cached in memory, generating the reply

requires few CPU cycles. Hence, instead of logging the reply, it is more efficient

to generate the reply at both the primary and backup.
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Figure 4.13: Processing cycles per request, with replies generated from
cached static files. Two schemes are compared: the full duplex
CoRAL and the version of CoRAL optimized for static content. In
each case, results include the cycles at the primary, at the backup, and
total cycles used.

For replies generated from cached static files, Figure 4.13 compares the CPU
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cycles used per request with the full duplex CoRAL and with the version of

CoRAL optimized for static content. These measurements show that with the

optimization for static content, compared to the full duplex CoRAL, there is a 45%

reduction in the cycle count per reply byte, and an 18% reduction in the fixed cost

to set up the connection. The results for the full duplex CoRAL shown in

Figure 4.13 are different from the results shown in Table 4.3, even though it is for

the same basic configuration. The reason for this difference is that the

measurements were conducted on different versions of the operating system with

different device drivers. However, assuming that the relative reduction in cycle

count for these two similar configurations would be approximately the same, it is

possible to compute the cycle counts for the optimized CoRAL that corresponds to

the result for the full CoRAL shown in Table 4.3. Applying the results of this

computation to Equation 3, this yields parameter values of: φ = 0, ω = 31,

ψ = 0.778. These parameters can be compared with the parameters discussed in

Subsection 4.6.2.2.2. These results show that this optimization can significantly

reduce the overhead of our scheme for static, deterministic content. In particular,

with this optimization, for reply sizes of up to 50KB, the relative overhead of our

scheme for static content is below 163%.

Figure 4.14 shows the average request latency as observed by a client. The

static line shows the latency with the static optimization. There is very little

latency overhead compared to the unoptimized duplex implementation because

most of our latency overhead (which is due to reply logging — reply overhead

line) is eliminated.

Figure 4.15 shows the distribution of request-reply latencies for the standard,
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Figure 4.14: Average latency (ms) observed by a client for dynamically
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Figure 4.15: Latency distribution for 5 Kbyte static replies at 550
requests/second throughput. (Note the log scale on the Y axis).

static, and sync static schemes for 5Kbytes static replies and a throughput of 550

requests per second. While the overwhelming majority of requests are processed

within a few milliseconds, with the static optimization, under heavy load, a tiny

fraction of requests result in latencies on the order of few seconds. This is due to

an increased probability of required retransmissions as discussed in
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Subsection 4.5.2. The figure also shows that the sync static optimization reduces

the probability of the long latencies. Figure 4.14 shows that the reduced latency

variance of the sync static scheme compared to the static scheme comes at the cost

of increased average latency.

Figure 4.16 shows the peak throughput of our system with replies being

generated from cached static files. For large replies, the large throughput

difference between a standard server and our original duplex scheme is largely due

to the network becoming a throughput bottleneck due to the logging of replies. We

showed in Subsection 4.6.2.3.2 that this situation can be greatly improved by using

two network interfaces on each server, with one being dedicated for the reply

logging. The duplex-mi line shows the benefit of using such a dedicated

connection.

The static optimization eliminates reply logging and thus, as shown in

Figure 4.16, exceeds the performance of the duplex-mi scheme, without� ����������� using a

dedicated network connection. The increased throughput compared to the duplex-

mi scheme is due to the elimination of the processing overhead involved in logging

the reply. The sync static line in Figure 4.16 shows that, due to the increased

processing required, there is also a throughput cost for reducing the latency

variance relative to the static scheme.
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4.6.3. Service Failover and Recovery

When a server replica detects that the other member of the server pair has

failed, it reconfigures itself to continue to operate in simplex mode (see
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Section 4.4.4). These operations require time, and the system may be unavailable

to clients while the failover and recovery operations take place.

To evaluate this system failover, fail-stop faults were emulated by physically

disconnecting a server host from the network. For these experiments, the workload

was generated by eight client processes, each continuously sending an HTTP

request for a 1 Kbyte dynamically generated reply.
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Figure 4.17: System throughput (in requests per second) for 1 kbyte
HTTP replies before and after a fault. Dashed lines indicate the upper
bound, i.e., the peak throughputs of one and two standard servers
serving the same content.

Figure 4.17 shows the system throughput before and after a failover,

measured at one second intervals. The system operates at the maximum duplex

system throughput prior to the fault. Since in duplex mode replies are not actually

generated on the Backup, two servers in dual-role duplex mode can process more

requests per unit time than a single server in simplex mode. Thus, the throughput

of the system decreases following reconfiguration to simplex mode.
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Figure 4.18: Client observed request latencies (in seconds) for 1 kbyte
HTTP replies before and after a fault. During failover, the system is
unavailable for a fraction of a second.

When a server host fails, there is a short period of time during which no new

requests are processed — the system is unavailable. This is the time required for

fault detection and failover from duplex to simplex mode. Figure 4.18 shows

typical client observed request latencies before and after a fault. Although clients

continuously transmit requests, there is a gap at the fault point where no requests

are processed — the system is unavailable for a short period of time. Our

measured failover transition time from fault detection in duplex mode to system

execution in simplex mode is just 1.5 milliseconds (see Table 4.4). Since the

transition time is short, most of the overall failover time is the time for fault

detection. The heartbeat rate determines the fault detection time but generating

and processing heartbeats uses CPU resources. Hence, the choice of this rate is a

tradeoff between failover speed and overhead during normal operation. For our

evaluation, we used a heartbeat rate of 100 milliseconds and a fault was assumed
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when two consecutive heartbeats were missed. As a result, the unavailability

period was between 100 and 200 milliseconds.

In the worst case, when a server replica fails, a few packets may be lost. The

impact of this will be exactly the same as the impact of packets lost in the network

— the client may experience an additional delay that is approximately equal to the

TCP retransmission timeout. Such packet losses may occur during the brief

(fraction of a second) ‘‘unavailable time’’ mentioned above. However, all requests

are eventually received by a working server replica and all replies are eventually

delivered to the client.

� ���������������������������������������������������������������������������������������������������������
Operation Latency (ms)� ���������������������������������������������������������������������������������������������������������� ���������������������������������������������������������������������������������������������������������

Kernel Notification and Operations 0.3� ���������������������������������������������������������������������������������������������������������
User-level Process Notification and Operations 0.5� ���������������������������������������������������������������������������������������������������������
Identity Preservation

gratuitous ARP 0.5
outside host ping 0.2� ���������������������������������������������������������������������������������������������������������� ���������������������������������������������������������������������������������������������������������

Total 1.5� ���������������������������������������������������������������������������������������������������������
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Table 4.4: Breakdown of failover latency measured from the time a
fault is detected to start of system operation in simplex mode. This
table does not include the time to regenerate replies that were not
logged prior to the failure.

After a failover, it is desirable for the system to return to duplex operation,

allowing for the handling of other faults that may occur. Our implementation

includes a mechanism for integrating a new server with an active simplex server

(Section 4.4.5). We measured the required time for each of the key operations

involved. Table 4.5 shows a breakdown of latency for integration of a new server

with a simplex server. Most of the overall time is due to forking of the processes

that are used for communication between the server for reply logging. In our
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implementation, the logging processes are forked and initialized only after an

initial handshake between the simplex host and the new server. This allows for

minimal resource requirements during simplex operation. The fork and

initialization latency overhead can be reduced by eliminating the need to fork

processes during server integration. This can be accomplished, at a cost of

increased resource usage, by forking these processes in simplex mode before they

are actually needed.

The other significant amount of time is due to exchange of configuration

information, i.e., server TCP/IP addresses, over a TCP connection. This is

necessary because we assumed that the active simplex server has no knowledge

regarding the new server that is joining it. Static configuration of server pairs can

reduce or eliminate this overhead. The identity restoration step consists of

removing an aliased IP address from the simplex node, mapping this IP address to

the new server, and informing the router using our reliable gratuitous ARP

implementation described in Section 4.4.4.

�����������������������������������������������������������������������������������������������
Operation Latency (ms)����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

Identity Restoration 0.3�����������������������������������������������������������������������������������������������
Exchange Configuration Info Over TCP 3.9�����������������������������������������������������������������������������������������������
Fork and Initialize Processes 6.8����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
Total 11.0�����������������������������������������������������������������������������������������������
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Table 4.5: Breakdown of latency for integration of a new server with a
working simplex server node to recover back to a duplex system.
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4.6.4. Implementation Comparison: User-Level versus Kernel Support

As mentioned earlier in Chapter 4, the first implementation of CoRAL was

based on user-level proxies, without any kernel modifications. Two levels of

proxies implemented the required functionality. The first layer (raw proxies) had

packet header rewriting capabilities, and implemented the connection replication

portion of our scheme. The second layer (tcp proxies) implemented the message

logging requirements at the user-level. The performance analysis of our proxy

based implementation (discussed below) showed that our scheme introduces a

minimal latency overhead to standard off-the-shelf servers [Aghd01]. However,

the processing cost of our user-level implementation led us to the more practical

and efficient implementation using kernel-level support. In the rest of this section

we present details of our performance analysis for our user-level implementation

and compare the overheads of our user-level and kernel-level implementations.

The proxy-based experiments were performed on 350 MHz dual Intel Pentium

II PC’s running Solaris 7 and connected via a switched network using 100 Mbit/Sec

Ethernet cards and a Nortel 350 Baystack 10/100MB switch. In all experiments the

raw and TCP proxies of each cluster (primary/backup) ran on the same machine.

We used custom clients and servers similar to those of Wisconsin Proxy

Benchmark [Alme98] for our measurements. The client generates continuous

HTTP requests and in response the server sends a reply of predetermined size

without any processing.

Figure 4.19 compares the request latency times as measured by the client for 1

kbyte messages. We ran the same experiment with our system in duplex mode and

simplex mode. We also ran the experiment with direct client and server
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Figure 4.19: Comparison of client measured response times for
different system modes

� ���������������������������������������������������������������������������������
Mode Average (ms) Median (ms)� ���������������������������������������������������������������������������������

Duplex Mode 6.05 6.08� ���������������������������������������������������������������������������������
Simplex Mode 4.56 4.44� ���������������������������������������������������������������������������������
Null Proxies 3.27 3.19� ���������������������������������������������������������������������������������
No Proxies 1.23 1.16� ���������������������������������������������������������������������������������
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Table 4.6: Average and median response times for different system
modes

connections (‘‘no proxies’’) and on a simplex mode system with proxies that just

relay the packets (‘‘null proxies’’). The performance of the system with null

proxies was evaluated in order to evaluate the overhead introduced by our decision

to use the two proxy approach. The difference between the simplex and duplex

modes shows the replication overhead. We have verified that the ‘‘spikes’’ in

Figure 4.19 are not caused by processing time of our code, message loss, or

retransmission. We believe these spikes to be caused by elements outside of our

implementation, such as the operating system. Table 4.6 shows the average and
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mean request times for each experiment.
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Figure 4.20: Component breakdown of duplex mode response time for
1 Kbyte replies

� ���������������������������������������������������������������������
Component Avg (ms) Median (ms)� ���������������������������������������������������������������������
Client 6.05 6.08� ���������������������������������������������������������������������
Raw Proxy 5.42 5.26� ���������������������������������������������������������������������
TCP Proxy 2.52 2.40� ���������������������������������������������������������������������
Server 0.61 0.57� ���������������������������������������������������������������������
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Table 4.7: Breakdown of average and median response times for 1
Kbyte replies in duplex mode

Figure 4.20 and table 4.7 show the breakdown of where the time is being

spent for each message. They show the times for the raw proxy, TCP proxy, and

the server. Note that the figure depicts an exaggerated view of overhead that is

introduced by the proxies since we use a custom server that does not do any

processing. In practice, taking into account server processing and Internet

communication delays, server response times of hundreds of milliseconds are

common. The absolute overhead time introduced by the proxies remains the same
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regardless of the server response time. Therefore, in practice our implementation

overhead is only a small percentage of the overall response time.
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Figure 4.21: Duplex mode response times for different HTTP message
sizes
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Figure 4.22: Standard server (without proxies) response times for
different HTTP message sizes

The comparison of request times for different HTTP reply message sizes
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� �����������������������������������������������������������������������������������������������
Mode Size (kbytes) Avg (ms) Median (ms)� �����������������������������������������������������������������������������������������������

Duplex 1 6.05 6.08� �����������������������������������������������������������������������������������������������
Duplex 5 8.41 8.36� �����������������������������������������������������������������������������������������������
Duplex 10 10.85 10.87� �����������������������������������������������������������������������������������������������
No Proxies 1 1.23 1.16� �����������������������������������������������������������������������������������������������
No Proxies 5 1.81 1.71� �����������������������������������������������������������������������������������������������
No Proxies 10 2.34 2.21� �����������������������������������������������������������������������������������������������
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Table 4.8: Average and median request times for different HTTP
message sizes

shows that our system scales in the same manner as a non replicated system.

Figure 4.21 shows the client request times for our system in duplex mode and

Figure 4.22 shows the times of the same requests for direct client to server

communication. The server processing time is also shown in both figures. Table

4.8 lists the average and mean times. Our system introduces an increased

connection setup overhead (difference between server time and small message

size) and a slightly larger per packet processing overhead (difference between

small and large messages). The figures show that the processing overhead

increases linearly in respect to message size in both cases and therefore both

systems scale in the same manner with respect to message size and number of

TCP/IP packets.

Our preliminary performance evaluation of our proxy-based user-level

implementation indicated insignificant latency overhead. The overall latency

overhead (similar to those of our kernel-level implementation presented in

Section 4.6.2.3.1) is on the order of few milliseconds — acceptable for most

network service applications. However, further experiments showed that the user-

level implementation incurs a large processing overhead and reduced throughput.
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���������������������������������������������������������������������������������������������
Implementation Primary Backup Total���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������

User-level Proxies 1860 1370 3230���������������������������������������������������������������������������������������������
Kernel/Server Modules 337 330 667���������������������������������������������������������������������������������������������
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TABLE 4.9: User-level versus kernel support — CPU cycles (in
thousands) for processing a request and generating a 1kbyte reply from
a cached static file.

Table 4.9 shows a comparison of the processing overhead of the user-level

proxy approach with the implementation with kernel level support. The

experimental settings for this comparison are not perfectly identical. While both

schemes were implemented on the same hardware, the user-level proxy approach

runs under the Solaris operating system and could not be easily ported to Linux due

to a difference in the semantics of raw sockets. In addition, the server programs

are different although they do similar processing. However, despite the experiment

setting differences, the difference of almost a factor of five is clearly due mostly to

the difference in the implementation of the scheme, not to OS differences. The

large overhead of the proxy approach is caused by the extraneous system calls and

message copying that are necessary for moving the messages between the two

levels of proxies and the server.

4.6.5. Impact of Processor and Network Speed on System Performance

To evaluate the impact of processor on the performance of CoRAL, we ran

some experiments on 2.66GHz Intel Pentium 4 Xeon PC’s. Some of these

experiments also evaluated the impact of a faster network interconnecting the two

server replicas. For these latter experiments, the server hosts were interconnected

by a Gb/sec switched network. The clients were identical to those of previous
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experiments, and server replies were generated dynamically using the WebStone

2.0 CGI benchmark. The connections to the clients were always through a

100Mb/sec switched ethernet. In the rest of this section we present the results from

the experiments on Pentium IV PC’s and compare them with Pentium II results

which were presented in the previous sections.
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Figure 4.23: Average latency (ms) observed by a client for Pentium II
(P2) and Pentium IV (P4) server hosts. P4-Duplex-100 and P4-
Duplex-giga denote P4 system in duplex mode with 100 Mbit/sec and
gigabit/sec network configuration respectively.

4.6.5.1. Latency

Figure 4.23 shows request-reply latencies, as measured on the clients, for

Pentium II (P2) and Pentium 4 (P4) server hosts. The latencies for the P4 hosts

with the Gb network fit Equation 2, with γ = 0.0518 µs/B, and for (standard,

duplex), respectively, α = (0.0856, 0.102) µs/B, β = (1.67, 2.09) ms. The figure

shows that, for large replies, the latency overhead of duplex with 100Mb/sec inter-

server connection relative to standard is much larger than the overhead of duplex
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with the 1Gb/sec connection. As discussed earlier, most of the overhead for duplex

is for logging the replies. By using a faster inter-server connection, the latency of

logging the replies and thus the overhead are reduced significantly. The overhead

for P4 servers with 100Mb/sec inter-server connections are slightly lower than the

overhead for P2 servers, due to the use of a faster CPU.

4.6.5.2. Throughput

With the P2 servers, the duplex configuration reached a peak throughput of

1.8MB/sec (Figure 4.10). As shown in Figure 4.24, the P4 reach a peak throughput

that is significantly higher: 6.0MB/sec and 7.8MB/sec with the 100Mb/sec and

1Gb/sec inter-server connection, respectively. With the P2 servers and with the P4

servers and Gb connection, the throughput is CPU-limited. On the primary, the

logging of the reply to the backup and the sending of the reply to the clients occur

over the same physical link. Hence, with the P4 servers and 100Mb connection,

network bandwidth is the bottleneck. In this case, the reply throughput to the

clients cannot exceed half the primary’s outgoing link’s throughput (50 Mbit/sec or

6.25 Mbytes/sec). Our results show that this bottleneck can be avoided with the

faster inter-server connection.

4.6.6. Performance Under Overload

The logging of replies from the primary to the backup can result in

undesirable performance characteristics under high load. Specifically, we

discovered such a problem in our initial evaluation of the system with the server

replicas operating in dual-role mode (Subsection 4.6.2.2.4) generating dynamic
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Figure 4.24: Peak system throughput for Pentium IV server hosts.
Duplex-100 and Duplex-giga denote system in duplex mode with 100
Mbit/sec and gigabit/sec network configuration respectively.

replies. Starting from a low client request rate, as the request rate was increased,

the throughput of the system increased. However, when the request rate exceeded

the peak system throughput, there was a significant decrease in the achieved

system throughput.
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Figure 4.25: Performance degradation due to overload: If the backup
becomes overloaded, the backup’s TCP receive buffer for the reply
logging connection may become full. The unavailability of buffer
space causes advertisement of small windows to the primary, resulting
in decreased logging throughput.

In dual-role configuration, each server node acts as both primary and backup

for different connections. Hence, if a server node experiences overload due to the

processing of multiple requests as primary, its performance as backup is also

effected. If a backup server is overloaded, the backup demux process

(Subsection 4.4.2.4) is not scheduled frequently and the kernel receive buffer for

the logging connection may become full (Figure 4.25). Since the logging is done

over a TCP connection, this condition will cause the backup kernel TCP stack to

reduce the TCP advertised window sent to the primary. The small (sometimes

zero) window advertised by the backup causes the primary to reduce the send rate

on the logging connection. This throughput reduction on the logging connection

leads to the throughput reduction of the entire system.

Our solution to this problem was to give higher priority to the processing of

messages received over the logging connection. This was done by assigning the

mux and demux processes high priority using the standard Linux mechanism

(sched_setscheduler) for assigning soft real-time priority to time-critical processes.
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This simple change eliminated the anomalous performance characteristic we

observed initially with no negative impact.

4.7. Fault Tolerance Validation Using Fault Injection

In order to validate the correctness of fault tolerance schemes, they must be

tested under faults. This is often done by intentionally emulating (injecting) faults

in some components of the system and monitoring their impact [Hsue97]. One of

the basic tests of our system has been to physically disconnect one of the server

hosts from the network. This action emulates a fail-stop host failure since that host

immediately stops producing any visible output. This experiment was conducted

over 50 times, and the system detected and recovered from the host failures

correctly every time. The rest of this section describes experiments used to

validate system operation under more likely fault scenarios.

We used a kernel-based software fault injector under development at the

UCLA Concurrent Systems Laboratory. This injector emulates hardware faults by

randomly flipping bits in CPU registers or memory of a process selected randomly

out of a designated set of processes. The actual injection of faults is performed by

a Linux kernel module. A user-level fault injector process periodically interacts

with the kernel module using an ioctl call, and signals it to inject a fault into a

target application process. After a fault is injected, it may cause an error, i.e.,

modify the behavior of a process, the next time the targeted process is scheduled to

run by the OS. Some of the configurable parameters of the fault injector are: the

frequency of injection, whether the injection is to registers or memory, and whether

the injection is to the entire address space of the process or only to part of it (e.g.,
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only to the stack segment). The fault injector we used does not inject faults into

kernel registers or memory. Hence, faults are only injected into the state of user-

level processes.

The fault injection experiments were conducted on 2.66GHz Intel Pentium 4

Xeon PC’s interconnected by a gigabit/second switched network based on a D-Link

DGS-1008D switch. Faults were injected into the primary node of CoRAL

operating in duplex mode. The workload consisted of clients sending requests for

1KB replies, for a total reply throughput of 64.8 KB/sec. The clients compared the

replies to known correct reply contents in order to determine whether the reply was

corrupted. With each experiment, we monitored the system for recovery actions

and inspected the replies received by clients for corruption.

We conducted targeted fault injection experiments, flipping bits in registers,

or specific areas of memory. The fault injector was configured to randomly choose

a user-level CoRAL process (either Apache worker processes or mux/demux

processes) as the target for each injection. When a fault caused a server or process

crash, a failover occurred and CoRAL processed requests in simplex mode. The

system was configured to restore itself to duplex operation. A new server joined

the simplex node 10 seconds after each failover, thus new faults could be injected

into the system, allowing the experiments to run mostly unattended.

The server reintegration is implemented using two layers of shell scripts. The

inner script starts a new initialized server (configured to join a simplex server) and

does not return (sleeps forever). The outer script consists of a loop which 1) calls

the inner script, 2) waits for it to return, and 3) waits an additional 10 seconds

before going back to the top of the loop. Hence, a new initialized server is started
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10 seconds after the inner script returns. The inner script must return whenever

there is crash in order to achieve the desired experiment setting. Hence, CoRAL is

configured to kill the inner script as part of the conversion of process crashes to

host crashes (Section 4.4.3). As a result, whenever a process crashes due to a fault

injection, all processes and the inner script are killed, and a new server is initialized

and joins the surviving simplex replica after 10 seconds.

Most faults injected into the system either had no effect or caused a process to

crash. This result is consistent with fault injection experiments performed on other

systems [Made02]. For each experiment we collected the number of injections,

number of detected crashes, location of last injection prior to the crash (an

indication of which fault injection caused the crash), and the number of

corrupted/incorrect replies received by the clients.

4.7.1. Register Fault Injections

For the register fault injection experiments, the fault injector was configured

to inject faults, at a rate of one fault every five seconds, into a process that was

randomly selected out of all the processes related to the service, i.e., Web server

processes, mux/demux processes, and the hearbeat generator and monitor. For

each injection, a CPU register was randomly selected and a randomly chosen bit

within that register was flipped.

Table 4.10 shows the results for register fault injections. For each register,

the number of fault injections and host crash failures are shown. As expected,

injections into critical registers such as the program counter (EPI) and segment

registers cause frequent crash failures. In addition to the crash failures shown, 1%
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�����������������������������������������������������������������������������������������������������������������
Register Crash Failures Faults Injected Failure Percentage���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
EBX 0 61 0�����������������������������������������������������������������������������������������������������������������
ECX 0 57 0�����������������������������������������������������������������������������������������������������������������
EDX 0 76 0�����������������������������������������������������������������������������������������������������������������
ESI 0 74 0�����������������������������������������������������������������������������������������������������������������
EDI 0 68 0�����������������������������������������������������������������������������������������������������������������
EBP 50 56 89�����������������������������������������������������������������������������������������������������������������
EAX 0 72 0�����������������������������������������������������������������������������������������������������������������
DS 43 50 86�����������������������������������������������������������������������������������������������������������������
ES 46 64 72�����������������������������������������������������������������������������������������������������������������
FS 0 76 0�����������������������������������������������������������������������������������������������������������������
GS 54 57 95�����������������������������������������������������������������������������������������������������������������
EIP 61 61 100�����������������������������������������������������������������������������������������������������������������
CS 54 60 90�����������������������������������������������������������������������������������������������������������������
EFL 3 58 5�����������������������������������������������������������������������������������������������������������������
UESP 57 57 100�����������������������������������������������������������������������������������������������������������������
SS 55 64 86���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
TOTAL: 423 1011 42�����������������������������������������������������������������������������������������������������������������

��
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

��
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

��
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

��
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

��
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

TABLE 4.10: CoRAL Fault Injection Experiment - Register Injections.
In addtion to the crash failures shown, ten injections caused the service
to hang.

of injections caused the system to hang. Since these faults did not cause host or

process crashes, the system was not protected from them despite the CoRAL

mechanism.

We did not observe any errors or failures due to faults injections into the

general purpose registers. The web server behavior and implementation combined

with limitations of the fault injector may be the cause this observed result. The

web server implementation uses many wrappers around blocking system calls. The

fault injector injects faults into processes that are not running, i.e., descheduled.
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Hence, if a web server process is descheduled due to a blocking system call in a

wrapper, faults injected into general purpose registers will not have any effects

because they are immediately overwritten when the wrapper function returns.

In summary, out of 1011 injections, 57% had no impact, 42% caused a

process crash, and 1% caused the system to hang. All crashes were handled

correctly and full duplex operation was restored.

4.7.2. Memory Fault Injection

Faults were injected by flippping a random bit in a randomly-selected address

in the address space of a process. As with register fault injection, the process was

randomly selected out of all the processes related to the service. Table 4.11 shows

the memory fault injection experiment results. When faults were injected into a

randomly selected location within the entire process address space, errors occurred

very rarely. Specifically, we observed only one failure (an incorrect reply received

by a client) from more than 70000 fault injections. This is because our

implementation uses a large (30MB) shared segment for communication between

the Web server processes and the mux, demux, and heartbeat processes. With light

load, most of this segment is unused. Hence, injecting faults into this segment very

rarely has any impact.

In order to evaluate the behavior of our system when faults do cause errors,

we performed two ‘‘stress tests,’’ where the injection was focused on memory areas

that are more likely to cause errors.

In the first experiment, the fault injector was configured to exclude 98% of

memory and inject faults only into memory that was not allocated using the mmap
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TABLE 4.11: CoRAL Fault Injection Experiment - Memory Injections

system call. The mmap memory typically consists of large chunks, and in our case

included memory used to store requests and replies. Hence, injections into those

areas have a lower probability of causing crash failures. In this experiment, there

was a crash roughly once in every 123 injections. In addition, in over 10,000

injections, one fault caused a client to receive a corrupted reply and three faults

caused the system to hang and not process incoming client requests.

In the second experiment, the fault injector was configured to inject faults

only into the stack. Since the stack typically contains some critical process state,

as expected, a larger fraction of injections had an impact compared with our other

memory injection experiments (see Table 4.11). However, even in this case, only

two percent of the faults had an impact.

In all experiments, full recovery was achieved from all the crashes. Although

our solution cannot handle failures that do not cause crashes (e.g., hangs or data

corruption), in practice, most faults either cause crash failures or they do not cause

any observable errors in the system. This conclusion is consistent with other fault

injection research [Made02]. Hence, CoRAL can be expected to fully recover from

the majority of errors that occur in practice.
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4.8. Summary

We have developed a client-transparent fault tolerance scheme for Web

services, called CoRAL, that correctly handles client requests, including those in

progress at the time of failure, in spite of a Web server failure. For each

connection, CoRAL uses two server hosts: a primary and a backup. TCP

connection state is actively replicated while requests and replies are logged at the

backup. If a server host fails, all connections transparently fail over to the backup.

The system has the ability to restore a fault-tolerant configuration for new

connections with a new host while existing connections remain active. From the

perspective of the clients, partially received requests, requests being processed, and

partially transmitted replies, all continue seamlessly despite server host failure.

We have implemented CoRAL with a standard Apache Web server running

on Linux servers. Our implementation is based on a kernel module and a module

for the Apache Web server. The kernel module is reusable for other TCP-based

services and the Apache module code would be largely reusable for other request-

reply protocols. The overhead of the full CoRAL mechanism involves some

additional processing when connections are established plus the cost of logging

replies to the backup. Optimizations for static content and the dual-role

deployment of server hosts can minimize the impact of this overhead. Performance

evaluation results show that in terms of latency, the overhead is too small to be

noticeable for clients connecting over the Internet, even with very slow (350MHz)

server hosts. Failover times on the order of 100-200ms are easily achieved. In

practice, for the likely target applications of this scheme, replies are often small,

dynamically generated, and require significant processing. For such workloads, the
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results show that the overhead in terms of processing cycles, and thus maximum

server throughput, is likely to be under 30%. Preliminary fault injection

experiments demonstrate that the system will properly recover from the vast

majority of faults.
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Chapter Five

Transparent Fault-Tolerant
Video Conferencing

Most of the existing work on client-transparent fault-tolerant network services

has focused on web service [Aghd01, Aghd02, Aghd03a, Aghd03b, Alvi01,

Koch03, Marw03, Shen00, Zhan04]. Hence, this work has generally dealt with

TCP connections, HTTP transactions, and web servers. In this chapter, we

examine how the methodology and mechanisms developed in the context of web

service can be adapted and applied to a very different type of service — video

conferencing. Video conferencing is an interesting test-case for applying fault

tolerance for other types of services since it combines critical conference state that

must be protected with media streams where limited data losses are acceptable.

Furthermore, the application sensitivity to latency and high demands in terms of

throughput and processing make video conferencing an interesting example for

evaluation of a fault-tolerance solution.

The rest of this chapter is organized as follows. An introduction to off-the-

shelf video conferencing applications in presented in Section 5.1. Section 5.2

discusses the details specific to the design and implementation of our fault-tolerant

video conferencing scheme using OpenMCU [Quic03], an open source

H.323 [Inte03] conferencing server developed on top of the OpenH323

library [Quic03]. Performance evaluation results are presented in Section 5.3.

Validation of our scheme using fault injection experiments is presented in

Section 5.4.
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Client

Client

Client

MCU

Figure 5.1: Video Conferencing with a Multi-Conferencing Unit (MCU).
An MCU fault can cause the conference to fail.

5.1. Introduction to Off-the-Shelf Video Conferencing

Off-the-shelf video conferencing schemes typically consist of multiple clients

and a Multi-Conferencing Unit (MCU). The MCU is the central host for the

conference (Figure 5.1). It executes the conferencing application and maintains the

state of the conference. Clients connect to the MCU and join a conference with

other clients. The main functionality of the MCU application is to route the

multimedia stream (i.e. video) from each client to others. The MCU application

may also provide additional functionality such as the mixing of multiple media

streams, echo cancellation, content-adaptation to support different types of clients,

and conference management such as maintaining multiple virtual rooms. Since

conference state is kept only at the centralized MCU, an MCU process failure

results in the failure of all active conferences handled by that MCU.

The conference state kept at the MCU must persist for the lifetime of a

conference. This state changes during the conference as new clients join, some

clients depart, etc. In order to achieve fault-tolerance any changes to the MCU
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state must be recorded reliably and preserved across faults. The conference state

changes infrequently and most of the MCU processing requirement is due to the

processing of the media streams, where absolute reliability is not required to

maintain the correctness of service. Hence, our approach to adding fault tolerance

to the MCU combines fully replicated operation for maintaining critical conference

state with a very low overhead failover mechanism for handling the media streams

themselves.

5.2. Adding Fault Tolerance to a Video Conferencing Server

We used the same methodology discussed in Chapters 3 and 4 to add fault

tolerance features to a video conferencing server. Our video conferencing

implementation is based on OpenMCU [Quic03], an open source H.323 [Inte03]

conferencing server developed on top of the OpenH323 library [Quic03]. The

OpenMCU application maintains virtual conference rooms, receives and mixes

media from the clients in a conference, and periodically transmits the mixed media

to each client. TCP connections are used as the reliable channel for transmission of

control messages. The media is transferred on top of unreliable channels using the

UDP protocol.

As mentioned previously, the service identity, connection state, and relevant

application state must be preserved over faults. We preserve the required state on a

replica on the same LAN subnet. During fault-free (duplex) operation, the MCU

connection state is actively replicated and the application state is synchronized as

necessary in order to handle non-deterministic behavior. If one of the replicas

fails, the surviving MCU takes over and operates in simplex mode. Our
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implementation requires changes to the MCU at OS and application levels. A

kernel module on each replica facilitates the functionality necessary for replicating

the connection state. Modifications to the application code are used to implement

application level synchronization and fault detection.

Our implementation consists of roughly 5000 lines of user-level code and also

5000 lines of kernel-level code in the form of a kernel module. We also had to

modify the existing application code (less than 50 lines) and kernel code (less than

100 lines). Most of the modifications created entry points for the rest of our code.

Our user-level code consists of less than 1000 lines of application specific code

whose main functionality is the synchronization of application-level state. This

code was written specifically for the MCU application and cannot be used for other

types of services. The rest of user-level code, which mainly deals with fault-

detection and failover, is mostly application independent and very similar to the

code used for the CoRAL fault-tolerant web service (Chapter 4). The kernel-level

code is not application specific. The TCP portion is exactly the code that was used

for CoRAL, and the UDP code can be used with other services that use UDP

connections.

Some aspects of our fault-tolerant video conferencing implementation are

directly reused from the kernel-based implementation of CoRAL (Section 4.4.2) or

are a minor adaptation (e.g., initialized with a different TCP port number). The

shared aspects include: 1) preservation of reliable communication across failures,

i.e., active replication of TCP connections (Section 4.4.2.1) for the video

conferencing control channel, 2) error detection and failover (Section 4.4.4), and 3)

conversion of process crashes to host crashes (Section 4.4.3). The new aspects of
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the scheme developed specifically for video conferencing are: 1) preservation of

unreliable communication (i.e., UDP media connections) across failures, and 2)

replication of application state and handling of application-level non-determinism.

In the rest of this section, we will discuss the aspects of the implementation that are

different from CoRAL’s implementation.

5.2.1. Unreliable Communication

The MCU media channel is built on top of UDP. In order to preserve the

media channel across faults, identical UDP socket structures must be created on

both MCU replicas. In addition, client UDP packets sent to the faulty MCU must

be transparently routed to the surviving replica after a fault. H.323 services

typically create the media stream after receiving a client request on the control

channel. With OpenMCU, UDP sockets are created in response to client requests

received on the TCP connection. Since we replicate the TCP connection, we are

ensured that both replicas will receive identical requests. Hence, if identical

applications are executed on both replicas and the application behavior is

deterministic, or non-determinism is handled as shown later in this section, then

identical UDP socket structures will be created on both replicas.

The key to the low overhead of our scheme is that the UDP packets (the

media streams) are not really processed by the backup. The handling of UDP

packets by replicas can be implemented using several configurations. One

approach is the use of forwarding similar to our TCP replication. In fault-free

operation, the service IP address for the media stream is mapped to the backup. As

a result, client packets arrive at the backup first. Upon the receipt of client UDP
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Figure 5.2: Direct UDP communication between client and primary.
Advertised IP address is mapped to the primary in fault-free operation.
If primary MCU fails, the backup takes over the advertised address and
continues operation in simplex mode.

packets, the backup forwards a copy to the primary by changing the destination IP

address in the packet. Outgoing packets are transmitted only by the primary, with

the source IP address always being set to the advertised address to maintain

transparency. Faults may occur on either primary or backup replicas. If the

primary MCU fails, the backup no longer forwards packets to the primary, and it

starts transmitting outgoing packets to clients. If the backup MCU fails, the

primary takes over the identity of backup server and client packets arrive directly at

the primary.

Another approach is direct UDP communication between clients and the

primary (Figure 5.2). During fault-free operation, the service IP address for the

media stream is mapped to the primary and UDP packets are exchanged directly

between the client and primary MCU. If the primary MCU fails, the backup takes

over the service IP address, receives incoming client packets, and transmits
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outgoing packets to clients. If the backup MCU fails, the communication between

the clients and primary can continue normally, albeit now without fault-tolerance

features. The direct client to primary communication eliminates the forwarding

overhead that is incurred with the forwarding approach. However, since our TCP

replication implementation maps the service address to the backup in fault-free

operation, this approach requires the decoupling of reliable and unreliable

connections at the application protocol level. The H.323 protocol includes this

features. The advertised address of the unreliable channel is given to the client by

the server over the control channel. Hence, the service IP address for the control

and media channels need not be the same. However, this feature is not commonly

used. In fact the openh323 library implementation assumes that the two addresses

will always be identical. We made a small modification to the library, allowing the

use of different IP addresses for the TCP and UDP connections.

A third approach is to use IP multicast. An IP multicast address is used as the

advertised address of the media stream. Hence, the network multicasts the client

UDP packets to both replicas (Figure 5.3). In fault-free operation, only the primary

transmits outgoing packets to the client. If the primary fails, the backup starts

transmitting outgoing packets. If the backup fails, no changes take place at the

primary. The use of global IP multicast addresses for such small scale multicast

may not be practical, especially for services provided over the Internet. As an

alternative, a server-side node or router can be used to multicast client UDP

packets and achieve the same effect. The advertised IP address for the media is

mapped to the multicast node. The multicast node simply sends a copy of each

client packet that it receives to both replicas. The fault-free and failover operation
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Figure 5.3: UDP communication using IP multicast or multicast node.
Client UDP packets are multicast to both replicas by either the network
(IP multicast) or a multicast node. The advertised address is an IP
multicast address or address of multicast node, respectively. In fault-
free operation only the primary replica sends outgoing packets to the
client.

of the replicas are identical with using an IP multicast address. The drawback is

that the multicast node introduces a new point of failure, although in practice it is

less likely to fail due to its simple behavior. Since the multicast node is stateless

— it does not contain any connection or application state — it is relatively easy to

make it fault tolerant. All that is required is a backup that detects faults and simply

takes over the IP address and continues the processing of packets in the same

manner.
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5.2.2. Application State and Non-determinism

The MCU application can be actively replicated, with identical copies

available and running on both replicas. Since the application input, i.e., TCP and

UDP connections, are replicated, the application state will also be identical if the

processing is deterministic. The OpenMCU application is not deterministic, hence

the applications on the primary and backup must be synchronized whenever there

is a non-deterministic state change. We found only a few such events: the selection

of initial sequence number and SyncSourceOut variable used by the RTP

connection, and creation of the UDP port used for media transfer. Fortunately,

they all occur at the creation and initialization of each RTP session and therefore

can be synchronized together. We synchronize the replicas by exchanging

messages. The primary sends the non-deterministic state changes to the backup.

The backup makes state changes according to the primary’s message — it sets

initial values for variables and creates UDP ports — and sends an acknowledgment

back to the primary. The primary waits for the acknowledgment message before it

continues. Hence, the application states will be identical before the RTP session is

used. If the primary fails during the synchronization procedure before the

synchronization message reaches the backup, the backup can safely make its own

non-deterministic state changes because the primary state changes will not have

been visible to the client.

If external processes are allowed to use resources on the replica hosts,

synchronization of non-deterministic state changes as described above may not be

possible. For example, the backup may not be able to create a UDP socket with the

same port number as the primary because another process is using it. To get
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around such resource conflicts, we added the possibility of a negative

acknowledgment response to the synchronization messages. If the backup cannot

make the required state changes, it sends a nack messages back to the primary,

informing it to undo its state changes and try a different path. In the UDP example,

the primary deallocates the socket structure, creates a new socket bound to a

different port number, and retries synchronization with the backup.

Active replication of MCU application inherently incurs a large performance

overhead. The backup application performs every operation performed by the

primary. Some application operations may not affect the application state and are

not required to be performed by a replica if the only goal is to preserve the

application state. For example, the media processing performed by the MCU is

stateless. During fault-free operation, it is not necessary for the backup MCU to

process or generate media. Only the control stream which affects the application

state must be processed. Hence, as an optimization, we modified OpenMCU and

disabled all operations related to the media stream in backup mode while keeping

the control operations intact. Our evaluation results in Section 5.3 show that we

successfully eliminated almost all the processing on the backup.

5.3. Performance Evaluation

Evaluation experiments were performed on 2.6 GHz Intel Pentium IV Xeon

PC’s interconnected by a gigabit/second switched network based on a D-Link

DGS-1008D Switch. The MCU nodes were running our modified OpenMCU

application on top of the Linux 2.4.20 kernel with our kernel module installed. We

used three client nodes, each running the ohphone [Quic03] application with a

146



Logitech Quickcam Pro 3000 webcam. The webcams were pointed towards

monitors where the screen refresh (i.e., flicker) created a constantly changing

image. Finally, the three clients joined a conference hosted on the MCU.

Faults were injected into the system by physically disconnecting a MCU from

the network (i.e., a host crash), and by killing the MCU application processes with

the kill command (i.e., a process crash). Our implementation successfully

recovered from both types of faults. Qualitatively, with moving video, faults cause

a brief interruption of video at each client, with the magnitude of duration being in

the order of the heartbeat period. If the video is static and not moving, there is a

noticeable (few seconds) impact on the image sent to the clients. The reason is that

the replica taking over (i.e. backup) starts with a blank image. The video image is

partitioned into multiple chunks and the client codec transmits the static parts of

the video image less frequently. Hence, a few seconds are required for the backup

to receive the entire image. Fortunately, this has essentially no impact on the

ability to continue the conference since audio does not suffer from this problem.

Specifically, the audio codec does not rely on history. Hence, the audio

interruption duration is always on the order of the heartbeat period, and is barely

noticeable with typical (<100msec) heartbeat settings.

5.3.1. Processing Overhead

We measured the processing cycles used by the MCU using the CPU’s

performance monitoring registers and Pettersson’s Performance-Monitoring

Counters Driver [Pett03]. We measured global_power_events [Inte04] which

accumulates the time during which the processor is not stopped. CPU cycles used
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by a bare system were deducted to derive the actual cycles used by the MCU. For

this experiment, the heartbeat rate was set at 100 milliseconds, and the system

throughput was varied by configuring the clients and MCU to transmit video at

different number of frames per second.

5 10 15 20 25 30
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CPU Cycles
(Million per Second)
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Primary

Backup (approx 2-6 M cycles)

Standard

Figure 5.4: CPU cycles (million per second) used by a standard off-the-
shelf MCU and the primary and backup MCU’s in our scheme. System
throughput was varied configuring clients and MCU to use video with
different number of frames per second.

Figure 5.4 show the CPU cycles used by our primary and backup MCU and a

standard off-the-shelf MCU without fault-tolerance features. The backup MCU is

mostly idle. It uses approximately 2 to 6 million cycles per second depending on

the UDP connection handling (discussed below). The primary consumes slightly

more cycles than a standard server mainly due to bookkeeping operations in the

kernel module and heartbeat generation and monitoring. Our overall processing

overhead, the difference between the primary and standard cycles plus the cycles

used by the backup, is small — roughly 3 percent for the direct UDP scheme at 30
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frames per second.

The idle cycles on the backup MCU node are wasted if not used. Those

cycles can obviously be used for processing of other applications. It is also

possible to deploy the fault-tolerant service in dual-role (Subsection 4.5.1) fashion,

where each MCU acts as both a primary and backup for different conferences.

Hence, the idle backup cycles are used by another instance of the MCU acting as

the primary.

5.3.2. Failover Latency

When a MCU fails, the system is briefly unavailable while a failover takes

place. The failover time includes the time to detect a fault (i.e., consecutive missed

heartbeats) and the time for the reconfiguration of system from duplex to simplex

mode. During failover client packets sent to the MCU may be lost resulting in a

visible interruption to the clients. We quantified the interruption by measuring the

lost client packets during failover, and approximating the failover time based on

that information. In this experiment faults were injected into the system by

disconnecting one of the MCU replicas from the network.

Figure 5.5 shows the interruption time due to failover caused by primary or

backup MCU faults. The heartbeat rate has a major effect on the length of

interruption, showing that failover time is dominated by the fault detection time.

Primary faults cause an interruption in all schemes. The forwarding and

multicast-node schemes’ failover times are virtually identical. The direct scheme

has a slightly higher failover time because the backup must takeover the primary’s

IP address which is used as the identity of the UDP connection. The other two
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Figure 5.5: Interruption time due to failover for different UDP schemes.

schemes do not require an address takeover if the primary fails.

Backup faults cause an interruption only in the forwarding scheme. If the

backup fails with the forwarding scheme, client UDP packets will not reach the

primary until the fault is detected and a failover occurs. With forwarding scheme,

backup faults cause slightly shorter interruption than primary faults (shown on
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different sub figures) because IP address takeover is not necessary for a backup

fault. Backup faults in the direct and multicast-node schemes do not cause an

interruption because client UDP packets are not lost. The primary MCU detects

the fault and configures itself for simplex operation without interrupting the media

stream. The reconfiguration from primary to simplex is necessary only for TCP

connection failover and fault detection processes.
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Figure 5.6: Percent of available CPU cycles used by the backup MCU in
duplex mode for different UDP configurations. Experiments were run
on 2.6 GHz PCs. Throughput was kept constant at 30 frames per
second.

5.3.3. Impact of Heartbeat Rate and UDP Configuration Choice

Figure 5.6 shows the percentage of available processing cycles used by the

backup MCU with different heartbeat rates. The system throughput was kept

constant at 30 frames per second. Overall, the backup MCU is mostly idle. Each

scheme uses fewer than one percent of the available CPU cycles on our 2.6 GHz
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machines. The direct scheme is the most efficient, using the fewest cycles. The

multicast-node scheme has more processing overhead than the direct scheme

because the backup nodes receives a copy of every client UDP packet. Cycles are

used up when these packets are received and copied to a buffer, examined, and then

discarded. The forwarding scheme has the most overhead because every client

packet is copied, it’s header rewritten, and then forwarded to the primary. The

heartbeat rate of course has an effect on the amount of processing cycles used for

all the schemes. Since the heartbeat rate also effects the failover time, there is a

tradeoff between processing overhead and faster failover time.

5.3.4. TCP Replication and Application Synchronization

Most of the MCU processing requirement is due to the processing of the

media streams. Hence, the evaluation results above are focused on the media

streams and UDP connections. However, there is also overhead due to TCP

connection replication and application synchronization. To join a conference, a

client establishes a TCP connection and sends a control message. With our

scheme, the TCP connection is replicated and relevant application state is

synchronized between the replicas at join time. We measured the CPU cycles used

for the establishment of the control channel and the addition of a client to a

conference. Each replica consumes roughly 155 million CPU cycles for the

connection establishment and application synchronization. This initialization cost

is negligible compared to the millions of cycles used every second for the media

processing. Other control messages (e.g., connection close, change in throughput)

may also be exchanged between the MCU and clients, but they are typically
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infrequent.

5.4. Fault Tolerance Validation Using Fault Injection

Similar to the CoRAL fault injection experiments discussed in Section 4.7, we

also conducted fault injection experiments on our fault-tolerant video conferencing

scheme to validate and evaluate our implementation. The fault injection

experiments were performed with the system operating in duplex mode with three

clients (webcams) participating in an active conference.

First we tried the simple experiment where one of the MCU replicas was

physically disconnected from the network. This experiment was repeated dozens

of times, with our implementation successfully recovering each time. The

surviving replica detected the failure, a failover to simplex mode was performed,

and the clients continued their conference with at most a brief interruption as

mentioned in Section 5.3.

We also conducted software based fault injection experiments using the same

kernel-based fault injector described in Section 4.7. As with the fault injection for

the Web service (Subsection 4.7.1), the fault injector ran on the primary host and

was configured to inject faults, at a rate of one every five seconds, into a process

that was randomly selected out of all the processes related to the service, i.e., the

MCU process (that consists of multiple threads), mux/demux processes, and the

heartbeat generator and monitor. For each injection, a CPU register was randomly

selected and a randomly chosen bit within that register was flipped. Table 5.1

shows the results for register fault injections. Our implementation successfully

recovered from all of the crash failures. 27 percent of injections resulted in a crash
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TABLE 5.1: Video Conferencing Fault Injection Experiment

failure that was detected and recovered from, with the rest having no visible effect

on the system.

As discussed in Subsection 4.7.1, the effects of the fault injection become

visible only when a blocked process is rescheduled. The application

synchronization (mux/demux) processes are used infrequently with video

conferencing — only when a new client arrives and joins a conference. With our

experimental setup, no clients join or depart the conference during the experiment.

Hence, in our experiment, injection to the mux/demux processes will have no

effect. Therefore, it is expected that, in practice, a larger fraction of faults than
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indicated by our results will cause crash failures.

While injecting register faults to the general-purpose registers of the web

service had no impact, such injection into the video conferencing service (e.g., to

the EBX register) did result in some crash failures (Table 5.1). The explanation

lies in the differences in the application behavior (web server versus MCU) and

their interaction with the fault injector. The MCU application is more CPU

intensive than the web server. Therefore, MCU processes may be descheduled at

any point in the execution, whenever their time quanta runs out. Hence, injections

into general purpose registers may occur in midst of a function that was using

them, thus incorrect register values become visible to the application and possibly

cause a failure. On the other hand, as discussed in Subsection 4.7.1, the web server

processes are almost always descheduled due to the execution of a blocking system

call. Furthermore, the web server implementation includes function wrappers

around blocking calls, resulting in a function return call and thus overwriting of

general purpose registers upon the return from a blocked call. As a result, since the

injection has an impact only when the process is rescheduled, injections into

general purpose register of web server processes are almost always overwritten.

In summary, our video conferencing fault injection experiments show that in

practice, faults either do not cause any observable errors in the system, or they

cause a MCU process to crash. In all cases where a crash occurred, our scheme

detected the failure, failover operations were performed transitioning the system to

simplex operation, and the clients continued their active conferences without

noticing that a failure had occurred.
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5.5. Summary

We have presented the design and implementation of a client-transparent

fault-tolerant video conferencing service that can recover from host or process

crashes at the server site. We believe that this would be the first publication of a

practical client-transparent fault tolerance scheme for video conferencing. Our

implementation is based on an existing conferencing server (MCU) and required

modification of a tiny fraction of the existing code. Most of the user-level and

kernel-level code in our implementation is directly usable or easily adaptable for

other network services. This is verified by the fact that the TCP components were

minor adaptations of our previous work on fault-tolerant web service. Our

measurements show that the processing overhead of our scheme during fault-free

operation is insignificant — approximately 3% additional CPU cycles. Our

experiments demonstrated successful recovery from all host crashes and process

crashes, including process crashes caused by random fault injection to CPU

registers. With a low-overhead configuration (heartbeat period of 25ms-50ms),

when a fault occurs, the conference proceeds with no loss of audio (a barely

noticeable ‘‘blip’’) and a minor disruption of static video images that clears up in a

few seconds.
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Chapter Six

Summary and Conclusions
People are increasingly dependent on a wide variety of network services. As

with other ‘‘utilities,’’ service providers will be expected to deliver ‘‘always on’’

highly-reliable service. In order to meet these expectations, extensive use of fault-

tolerance will be required. Many network services already have a large number of

deployed clients. In addition, service clients tend to be generic and developed

independently of the service. Hence, unless standardized fault-tolerance protocols

become widely adopted, it is imperative for fault-tolerance solutions to be client-

transparent. With this motivation, we have developed a general methodology for

engineering client-transparent fault-tolerant network services using commercial

off-the-shelf components.

Most existing fault-tolerance solutions for network services do not provide

fault-tolerance for active connections at failure time, expect servers to behave

deterministically, or they require changes to the clients. These limitations are

unacceptable for many current and future network service applications. Our

solution, based on a hot standby backup approach, is transparent to the clients and

requires minimal changes to the server OS and application.

Our proposed methodology for client-transparent fault-tolerant network

services defines three key server-side service components that must be preserved

across failures: service identity, connection state, and application state. We

presented various possible techniques for preservation of these components and

discussed the associated tradeoffs. We have evaluated our methodology by

building, using off-the-shelf components, two fault-tolerant prototypes of popular
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network services — web service and video conferencing.

CoRAL, our client-transparent fault-tolerance scheme for web services

correctly handles all client requests in spite of a web server failure. The TCP

connection state is actively replicated on a standby backup. At the application

level, HTTP requests and replies are logged. In the event of a server failure, TCP

connections transparently failover to the backup. The unsent portions of any

logged replies are sent to the client, and requests for which a reply was not logged

are reprocessed. Hence, all requests — including those being processed at failure

time — are handled correctly. Performance evaluation results show that in terms

of latency, the overhead is too small to be noticeable for clients connecting over the

Internet, even with very slow (350MHz) server hosts. Failover times on the order

of 100-200ms are easily achieved. In practice, for the likely target applications of

this scheme, replies are often small, dynamically generated, and require significant

processing. For such workloads, the results show that the overhead in terms of

processing cycles, and thus maximum server throughput, is likely to be under 30%.

We built upon our experience with implementing fault-tolerant web service

and adapted our general methodology for client-transparent fault-tolerant network

service to another important network service — video conferencing. We have

presented the design, implementation, and evaluation of a client-transparent fault-

tolerant video conferencing service that can recover from host or process crashes at

the server site. Our implementation is based on an existing conferencing server

(MCU) and required modification of a tiny fraction of the existing code. Our

measurements show that the processing overhead of our scheme during fault-free

operation is insignificant — approximately 3% additional CPU cycles. With a
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low-overhead configuration (heartbeat period of 25ms-50ms), when a fault occurs,

the conference proceeds with no loss of audio (a barely noticeable ‘‘blip’’) and a

minor disruption of static video images that clears up in a few seconds.

Our methodology for constructing client-transparent fault-tolerant network

services can be applied to other applications. Most of the user-level and kernel-

level code in our implementation is directly usable or easily adaptable for other

network services. This is verified by the fact that the TCP components for our

video conferencing implementation were minor adaptations of CoRAL — our

previous work on fault-tolerant web service. Our performance evaluation results

indicate acceptable overheads, much lower than duplication, are achievable. Sub-

second error detection and failover times of our scheme successfully mask faults

from clients for most applications. Preliminary fault injection experiments on our

web service and video conferencing implementations demonstrated that our

scheme will properly recover from the vast majority of faults.
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