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Abstract

These notes describe a simple image formation model suited for visual inference (reconstruction,
reprojection and recognition). Image formation models commonly used in computer graphics are not
suitable for analysis, since they contain parameters that are not identifiable. In this sense, physical
optics is not suitable for visual inference and reconstruction. Therefore, we seek the simplest possible
model that is general enough to capture the phenomenology of natural images, and at the same time is
minimal in the sense of containing all and only the parameters that can be identified.

1 When do two images portray the same scene?

Many tasks in vision can be traced back to the question: “when do two (or more) images show (portions of)
the same scene?” Figure 1 illustrates the problem. In order to answer we need to agree on what “images”
are and what “scene” (or “object”) means. More importantly, we need to agree on how the two are related.

1.1 What is the “image” ...

An “image” is just an array of positive numbers that measure the intensity (irradiance) of light (electro-
magnetic radiation) incident a number of small regions (“pixels”) located on a surface. We will deal with
gray-scale images on flat, regular arrays, but one can easily extend the reasoning to color or multi-spectral
images on curved surface, for instance omni-directional mirrors. In formulas, a digital image is a function
I:[0,N;—1]x[0,N, —1] = [0,N, —1]; (z,y) — I(z,y) for some number of horizontal and vertical pixels
N, N, and grey levels N,. For simplicity, we will neglect quantization in both pixels and gray levels, and
assume that the image is given on a continuum Q C R?, with values in the positive reals:

I:QCR? - Ry; x+— I(x) (1)

where x = [z, y]T € R?2. When we consider more than one image, we index them with ¢, which may or may
not indicate time: I(x,t). This abstraction in representing images is all we need for the purpose of these
notes.

1.2 What is the “scene”...

A simple description of the “scene”, or the “object”, is less straightforward. This is a modeling task, for
which there is no right or wrong answer, and finding a right model is as much of an art as it is a science;
one has to exercise discretion to strike a compromise between simplicity and realism. We consider the scene
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notes. Research related to these notes was sponsored by AFOSR, ONR and NSF.



Figure 1: Examples of variability among different images of the same scene (top-left): illumination (top-
center), viewpoint (top-right, bottom-left), removal/replacement of parts (bottom-center), partial occlusion
(bottom-right).

as a collection of “objects” that are volumes bounded by closed, piecewise smooth surfaces embedded in R3.
We call the generic surface .S;, with ¢ = 1,..., N,, the number of objects. Each surface is described relative
to a (Euclidean) reference frame, which we call g; € SE(3). The two entities

S;CR? g€ SEB)Vi=1,...,N, (2)

describe the geometry of the scene, and in particular we call g; the pose relative to a fixed (“inertial”)
reference frame' and S; the shape of objects, although a more proper definition of shape would be the
quotient S;/g; [13]. This is, however, inconsequential as far as our discussion is concerned.

Objects interact with light in ways that depend upon their material. Describing the interaction of
light with matter is a nightmare if one seeks physical realism: one would have to start from Maxwell’s
equations and describe the scattering properties of the volume contained in each object. That is well
beyond our scope. Besides, we do not seek physical realism, but only to capture the phenomenology of the
material to the extent in which it affects the answer to our questions. We will therefore start from a much
simpler model, one that is popular in computer graphics, because it can describe with sufficient accuracy
a sufficient number of real-world objects: each point p on an object S; has associated with it a function
Bi : H2 x H? — Ry; (v,1) — Bi(v,1) that determines the portion of energy? coming from a direction I that is
reflected in the direction v, each represented as a point on the half-sphere H? centered at the point p. This
is called the bi-directional reflectance distribution function (BRDF) and measured in [1/sterad]. This model
neglects diffraction, absorption, subsurface scattering etc.; the BRDF only describes the reflective properties
of materials (reflectance).

Remark 1 (The local frame) To make the notation more accurate, we define a Euclidean reference frame,
called the local frame, centered at the point p with the third axis along the normal to the surface, e3 = v), €
T,S; and first two azes aligned with the directions of principal curvature,® ey = u,, es = v, such that
span(up, vp) = TS (see Figure 2). We call such a local reference frame g,. The conditions above yield

_ [Up Up Vp] p

Mf a point p is represented in coordinates via X € R3, then the transformed point gp is represented in coordinates via
RX + T, where R € SO(3) is a rotation matrix and T' € R3 is a translation vector. The action of SE(3) on a vector is denoted
by g+, so that if the vector v has coordinates V' € R3, then g.v has coordinates RV. See [14], chapter 2 and appendix A, for
more details.

2The term “energy” is used colloquially here to indicate radiance, irradiance, radiant density, power etc.

3Principal curvature directions are the eigenvectors of the curvature tensor, u,v, with principal curvatures K, kK, as their
corresponding eigenvalues (see for instance [3], page 144.). At some points, the principal directions may not be well-defined
(e.g. at a point on a plane), in which case u,v will be defined up to a rotation about vp.



Figure 2: Local reference frame at the point p.

where up, v, and v, are unit vectors. Therefore, a point q in the inertial reference frame will transform to
gpq tn the local frame at p. Similarly, a vector v in the inertial frame will transform to g, v in the local
frame where, according to footnote 1,

_ [up Up Vp} 0
9py = 0 0 |- (4)

The total energy radiated by the point p in a direction v is obtained by integrating, of all the energy coming
from the light source, the portion that is reflected towards v, according to the BRDF. The light source is the
collection of objects that can radiate energy. In principle, every object in the scene can radiate energy (either
by reflection or by direct radiation), so the light source is just the scene itself, L = vaz"lSi, and the energy
distribution can be described by a distribution of directional measures on L, which we call dE € Lo (L x Hz),
the set of locally integrable distributions on L and the set of directions. These include ordinary functions
as well as ideal delta measures. The distribution dE depends on the properties of the light source, which
is described by a function Ry : L x H? — R of the point ¢ on the light source and a direction (see next
subsection for the relation between dFE and Ry). The collection

Bi(-,-) H:2xH?> >Ry, i=1,...,N,; Land dE : L x H*> — R, (5)

describes the photometry of the scene (reflectance and illumination). Note that 3; depends on the point p
on the surface, and we are imposing no restrictions on such a dependency. For instance, we do not assume
that f3; is constant with respect to p (homogeneous material). When emphasizing such a dependency we
write (v, l;p).

In addition, reflectance (BRDF) and geometry (shape and pose) are properties of each object that can
change over time. So, in principle, we would want to allow (;, S;, g; to be functions of time. In practice,
we will assume that the material of each object does not change, but only its shape, pose and of course
illumination. Therefore, we will use

Si = Si(t); gi = gi(t), t€l0,T] (6)

to describe the dynamics of the scene. The index ¢t can be thought of as time, in case a sequence of
measurements is taken at adjacent instants or continuously in time, or it can be thought of as an indez if
disparate measurements are taken under varying conditions (shape and pose). Note that, as we mentioned,
the light source (L, dFE) can also change over time. When emphasizing such a dependency we write L(t) and
dE(q,l;t).

Example 1 The simples surface S; one can conceive of is a plane: S; = {p € R® | (v;,p) = d;} where v;
is the unit normal to the plane, and d; is its distance to the origin. For a plane not intersecting the origin,
1/d can be lumped into v, and therefore three numbers are sufficient to completely describe the surface in the
inertial reference frame. In that case we simply have S; a constant, and g; = e, the identity. A simple light
source is an ideal point source, which can be modeled as L € R? with infinite power density dE = E;6(q— L).
Another common model is a constant ambient illumination, which can be modeled as a sphere L = S? with
dE = EodL. We will examples of various models for the BRDF later.



Figure 3: A complex shape (woven thread) with simple reflectance (homogeneous albedo), or a simple shape
(a smooth surface) with complex reflectance (texture)?

Remark 2 (Choosing a level of granularity in the representation) Note that by assuming that the
world is made of surfaces we are already imposing significant restrictions, and we are implicitly choosing a
level of description for our representation. Consider for instance the fabric shown in Figure 3. There is
no surface there. The fabric is made of thin one-dimensional threads, just woven tightly enough to give the
impression of spatial continuity. Therefore, we choose to represent them as a smooth surface. Of course,
the variation in the appearance due to the fine-scale structure of the threads has to be captured somehow,
and we delegate this task to the reflectance model. Naturally, one could even describe each individual thread
as a cylindrical surface modeled as an object S;, but this is well beyond the detail that we want to capture.
Figure 3 highlights the modeling tradeoff between shape and reflectance: one could model the fabric as a very
complex object (woven thread) made of homogeneous material (wool), or as a very simple object (a smooth
surface) made of textured material. This is a modeling choice, and there is no right or wrong answer.

Remark 3 (Tradeoff between shape and motion) We note that, instead of allowing the surface S; to
deform arbitrarily in time via S;(t), and moving rigidly in space via g;(t) € SE(3), we can lump the motion
and deformation into g;(t) by allowing it to belong to a more general class of deformations G, for instance
diffeomorphisms, and let S; be constant. Alternatively, we can lump the deformation g;(t) into S; and just
describe the surface in the inertial reference frame via S;(t). This can be done with no loss of generality,
and it reflects a fundamental tradeoff modeling the interplay between shape and motion [20].

Now, if we agree that a scene can be described by its geometry, photometry and dynamics, we must decide
how these relate to the measured images.

1.3 And how are the two related?

Given a description of the geometry, photometry and dynamics of a scene, a model of the image is obtained
through a description of the imaging device. An imaging device is a series of elements designed to direct light
propagation. This is typically modeled through diffraction, reflection, and refraction. We will ignore the first
two propagation effects, and only consider the effects of refraction. For simplicity, we can also assume that
the set of objects that act as light sources and those that act as light sinks are disjoint, so that S; N L = (),
i.e. we ignore inter-reflections. In that case, we can just lump all the objects into one, which we call the
scene S = UN S, with its corresponding BRDF, 3 = UN°, 3. Note that S needs not be simply connected.

Now, using the notation introduced in the previous subsection, we want to determine the energy that
impinges on a given pixel as a function of the shape of the scene S, its BRDF g, the light source L and its
energy distribution dFE, and the position and orientation of the camera. We do so in two steps. First we
compute the power radiated from a given neighborhood of the light source L to a given neighborhood on
the surface S. Then we compute the portion of such power that is measured at a given pixel x.



For simplicity, given the tradeoff between shape and motion discussed in remark 3, we describe the
(possibly time-varying) shape of the scene in the inertial frame and drop the explicit description of its pose.
In fact, to further simplify the notation, we can choose the inertial frame to coincide with the position and
orientation of the viewer at time ¢ = 0, so that if I(xg,0) is the first image, then the scene can be described
as a surface parameterized by x¢: S(xg,t). We then describe the position and orientation of the camera at
time ¢ relative to the camera at time 0 using a moving Euclidean reference frame?* g(t) € SE(3).

Vanilla radiometry

This section can be skipped at a first reading. However, we recommend eventually going through it in order
to appreciate how the various quantities come into existence.

We describe the light source using its radiance, Ry, (q, 1), which indicates the power density per unit area
and unit solid angle emitted at a point ¢ € L in a given direction [ € H?, and is measured in [W /sterad/m?).
This is a property of the light source. When we consider the particular direction [ from a point ¢ € L on
the light source towards a point p € S on the scene, this is given by g4, (p — q) = gqp — 0 = gqp. Therefore,
given a solid angle d€);, and an area element dL on the light source, the power per solid angle and unit
foreshortened® area radiated from a point ¢ towards p is given by

R1(q, 9qp)dQL (vg, gqp)dL (7)

where g,p € H? is intended as a unit vector. Now, how big a patch dL of the light we see standing at a point
p on the scene depends on the solid angle d2g we are looking through. Following figure 4 we have that

dL = d%s||p — ql|?/ (va: Lap) ()

where we have defined Iy, = ¢—p/||¢— p|| and the inner product at the denominator is called foreshortening.
Similarly, the solid angle df);, shines a patch of the surface dS. The two are related by

ds
dQ, = ———(v,, 1 9
||p_q||2< q PQ> ( )
where l,; = —lgp = p—q/||p — ¢||. Substituting the expressions of dQ;, and dL in the previous two equations

into (7), one obtains the infinitesimal power received at the point p.

Now, we want to write the portion of power exiting the surface at p in the direction of a pixel x through
an area element dS. First, we need to write the direction of x in the local reference frame at p. We assume
that x is a unit vector, obtained for instance via central perspective projection

7:R?— §% ps7w(p) = x. (10)

However, the point p is written in the inertial frame, while x is written in the frame of the camera at time
t. We need to first transform x to the inertial frame, via g.(t)~!'x, and then express this in the local frame
at p, which yields g, 'g.(t)"'x. We call the normalized version of this vector l,x(¢). Then, we need to
integrate the infinitesimal power radiated from all points on the light source through their solid angle d€2j,
against the BRDF®, which specifies what portion of the incoming power is reflected towards x. This yields
the infinitesimal energy that p radiates in the direction of x through an area element dS:

%m@ﬁ@:AW%@&m&@MMW@meﬂ@ (11)

4This can be confusing at first: g(t) from now on indicates the pose of the camera, and has nothing to do with the scene.
Earlier we used g;(t) to describe the pose of various surfaces within the scene, but since we now lump all g; into S we no longer
have an explicit description of the pose of objects in the scene, which are always referred to the inertial reference frame.

51f the area element on the light source is dL, the portion of the area seen from p is given by (vg, gqp)dL; this is called the
foreshortened area.

6The following equation, which specifies that the scene radiance is a linear transformation of the scene radiance via the
BRDF is merely a model, and not something that can be proven. Indeed this equation is often used to define the BRDF.



Figure 4: Energy balance: a light source patch dL radiates energy towards a surface patch dS. Therefore,
the power injected in the solid angle d€);, by dL equals the power received by dS in the solid angle df2g.
Equation (9) expresses this balance in symbols.

where the arguments in the infinitesimal forms dS, dL, d2;, indicate their dependency. Now, we can substi-
tute” the expression of dQ2, from (9) and simplify the area element dS, to obtain the radiance of the surface
at p

&@@=AM%@&MMM%M%%%@MMM@ (12)

Since the norm the norm ||p — ¢|| is invariant to Euclidean transformations, we can write it as ||g4p||. Now, if
the size of the scene is small compared to its distance to the light, this term is almost constant, and therefore
the measure

dE(q, gqp) = R1(q, 9qp)%dL(Q) (13)

can be thought of as a property of the light source. Since we cannot untangle the contribution of Ry, from
that of dL, we just choose dE to describe the power distribution radiated by the light source. Therefore, we
have

&m@:AM%@%M%%Wm%m (14)

This is the portion of power per unit area and unit solid angle radiated from a point p on a reflective surface
towards a point x on the image at time ¢. The next step consists of quantifying what portion of this energy
gets absorbed by the pixel at location x. This follows a similar calculation, which we do not report here,
and instead refer the reader to [8] (page 208). There, it is argued that the irradiance at the pixel x is equal
to the radiance at the corresponding point p on the scene, up to an approximately constant factor, which we
lump into Rg. The point p and its projection x onto the image plane at time ¢ are related by the equations

x=n(g(t)p) p=g(t) 'rg'(x) (15)

where 75" : S? — R? denotes the inverse projection, which consists in scaling x by its depth Z(x) in
the current reference frame, which naturally depends on S. Therefore, the equation below, known as the

1

"Most often in radiometry one performs the integral above with respect to the solid angle d2g, rather than with respect
to the light source. For those that want to compare the expression of the radiance Rg with that derived in radiometry, it is
sufficient to substitute the expressions of dL and df);, above, to obtain Rg(p,x) = sz B(lpx(t), 9pq)RL(q, 9qp) (Vp, 9qp)dQs (p).
In our context, however, we are interested in separating the contribution of the light and the scene, and therefore performing
the integral on L is more appropriate.



irradiance equation, takes the form

I(x,t) = Rs(p,(g(t)p)) = Rs(9(t)'75 " (x),x). (16)
After we substitute the expression of the radiance (14), we have the imaging equation, which we summarize
in the next subsection for those who decided to skip this one.
1.4 The imaging equation

Summarizing the derivation in the previous subsection, we see that the intensity (irradiance) measured at a
pixel x on the image indexed by t is given by

(17)

I(Xa t) = fL ﬁ(lpx (t), gpQ)<Vpa lpq>dE(Qa gqp)§
x=m(g(t)p); p€ S

where the symbols above are defined as follows:

Notation: In the equation above, we have defined l,x = g,,:l g+(t)7'x, gp and gp, are defined by equation
(3) and (4) respectively, l,q = p — ¢/|lp — ¢|| and gpq indicates the (normalized) direction from p to g,
and similarly for g4p;

Light source: L C R? is the (possibly time-varying) collection of light sources emitting energy with a
distribution dE : L x H? — R, at every point ¢ € L towards the direction of a point p on the

Scene: a collection of (possibly time-varying) piecewise smooth surfaces S C R3; 8 : H? x H2 x S — R is
the bidirectional reflectance distribution function (BRDF) that depends on the incident direction, the
reflected direction and the point p € S on the scene S and is a property of the material.

Motion: relative motion between the scene and the camera is described by the motion of the camera
g(t) € SE(3) and possibly the action of a more complex group G, or simply by allowing the surface
S(t) to change over time.

Projection: 7 : R? — S? denotes ideal (pinhole) perspective projection, modeled here as projection onto
the unit sphere, although the same model applies if 7 : R* — P2, in which case [, has to be normalized
to unit length.

Visibility and cast shadows: One should also add to the equation two characteristic function terms:
Xuv(%,t) outside the integral, which models the visibility of the scene from the pixel x, and xs(p, q)
inside the integral to model the visibility of the light source from a scene point (cast shadows). We are
omitting these terms here for simplicity. However, in some cases that we discuss in the next section,
discontinuities are the only source of visual information.

Remark 4 (A philosophical aside on scene modeling) One could argue that the real world cannot be
captured by simple mathematical models of the type just described, and even classical physics is largely
inadequate for the task. However, we are not looking for an absolute model. Instead, we are looking to
describe the scene at the level of granularity that is suitable for us to be able to perform inference and
accomplish certain spatial tasks. So, what is the “right” granularity? For us a suitable model of the scene is
one that can be validated with other existing sensing modalities, for instance touch. This is well illustrated by
the fabric of Figure 8, where at the level of granularity required the scene can be safely described as a smooth
surface.

Notice that this is similar to what other researchers have suggested by describing the scene as a functional
that cannot be directly measured. However, such a functional can be evaluated with various test-functions.
Physical instruments provide a set of test functions, and imaging device provide yet another set of test
functions. The goal of the imaging model, therefore, can be thought of as relating the value of the scene
functional obtained by probing with physical instruments to the value obtained by probing with images.



2 Special cases of the imaging equation and their role in visual
reconstruction

The imaging equation is relevant because most of computer vision is about inverting it; that is, inferring
properties of the scene (shape, material, motion) regardless of pose, illumination and other nuisances (the
visual reconstruction problem). However, it its general formulation above, the imaging equation cannot be
inverted. Therefore, it is common to make assumptions on some of the unknowns to recover the others. In
this section we aim at enumerating a collection of special cases that compounded characterize most of what
can be done in visual inference. We start with models of reflection.

2.1 Empirical reflectance models

Most common materials can be described by a BRDF. Exceptions include translucent materials (e.g. skin),
anisotropic material (e.g. brushed aluminum), micro-structured material (e.g. hair) etc. However, since
our goal is not realism in a physical simulation, we are content with some common BRDF that are well
established in computer graphics: Phong (corrected) [17], Ward [22] and Torrance-Sparrow (simplified) [21].

Phong (corrected) [3(v,l) = pa(p) + ps(p) cos®d/ cosb; cosb,.
Here cosd = {(g(t)"'x + ¢/|q||,vp) where each term in the inner product is normalized, and 6; =
arccos(l, vp), and arccos(,) = (v,1,); ¢ € R is a coefficient that depends on the material.

exp(— tan?(8)/a>
Ward 8(v,1) = pa(p) + p,(p) 2= e),

Here a € R is a coefficient that depends on the material and is determined empirically.

exp(—52/a2)
cosf;cosB, °

Torrance-Sparrow (simplified) (G(v,1) = pa(p) + ps(p)

Separable radiance As Nayar and coworkers point out [], the radiance for the latter model can be written
as the sum of products, where the first factor depends solely on material (diffuse and specular albedo),
whereas the second factor compounds shape, pose and illumination.

In all these cases, pq(p) is an unknown function called (diffuse) albedo, and ps(p) is an unknown function
called specular albedo. Diffuse albedo is often called just albedo, or, improperly, texture.

Note that the first term (diffuse reflectance) is the same in all three models. The second term (specular
reflectance) is different. Surfaces whose reflectance is captured by the first term are called Lambertian, and
are by far the most studied in computer vision. The following list reflects the organization of the following
subsections, and illustrates a taxonomy of illumination and reflectance models.

o diffuse reflection (Lambert)

— constant illumination

* ambient light
- constant albedo: silhouettes
- smooth albedo: stereoscopic segmentation
- piecewise constant/smooth albedo: region-based segmentation on surfaces
- nowhere constant albedo: multi-view stereo
* point light
- constant albedo: stereoscopic shading
- general albedo: multi-view stereo
x general light: multi-view stereo and the correspondence problem

— constant viewpoint: photometric stereo
o diffuse/specular reflection (P/W/T-S)

— constant illumination



* ambient light: back to Lambert (almost)
* point lights: inverse global illumination
x general lights: multi-view stereo beyond Lambert
— constant viewpoint: photometric non-Lambertian stereo

— reciprocal viewpoint/illumination: Helmholtz stereopsis

2.2 Lambertian reflection

Lambertian surfaces essentially look the same regardless of the viewpoint: B(v,l) = B(w,l) Yw € H2. This
yields to major simplifications of the image formation model. Moreover, in the case of constant illumination,
it allows relating different views of the same scene to one another directly, bypassing the image formation
model. This is known as the correspondence problem, which relies crucially on the Lambertian assumption
and the resulting brightness constancy constraint.® We address this case first.

2.2.1 Constant illumination

In this case we have L(t) = L and dE(q,l;t) = dE(q,l). We consider two simple light source models first.

Ambient light

Ambient light is due to inter-reflection between different surfaces in the scene. Since modeling such inter-
reflections is quite complicated,’ we will approximate it by assuming that there is a constant amount of
energy that “floods” the ambient space. This can be approximated by a sphere radiating constant energy:
L =S? and dF = EydL. In this case, the imaging equation reduces to

6,8) = pal)Bo [ (. D20) (18)

Due to the symmetry of the light source, assuming there are no shadows, we can always change the global
reference frame so that v, = es; therefore, the integral does not depend on p, and is a constant that, together
with Fp, can be lumped into pg, yielding the simplest possible model that, when written with respect to a
moving camera, gives

{Iu¢>= (») 19)

p
x =7n(g(t)p); p=S(xo0)

Note that this model effectively neglects illumination, for one can think of a scene S that is self-luminous,
and radiates an equal amount of energy p(p) in all directions. Even for such a simple model, however,
performing visual inference is non-trivial. It has been done for a number of special cases:

Constant albedo: silhouettes When p(p) is constant, the only information in equation (19) is at the
discontinuities between x = 7(g(t)p),p € S and p ¢ S, i.e. at the occluding boundaries. Given suitable
conditions, that have been first studied by Astrém et al. [1], motion g(t) and shape .S can be recovered.
The reconstruction of shape S and albedo p has been addressed in an infinite-dimensional optimization
framework by Yezzi and Soatto [23, 24] in their work on stereoscopic segmentation.

Smooth albedo The stereoscopic segmentation framework has been extended to allow the albedo to be
smooth, rather than constant. The algorithm in [12] provides an estimate of the shape of the scene S
as well as its albedo p(p) given its motion relative to the viewer, g(t).

Piecewise constant/piecewise smooth albedo The same framework has been recently extended to al-
low the albedo to be piecewise constant in [10]. This amount to performing region-based segmentation
a’ la Mumford-Shah [15] on the scene surface S. Although it has not been done yet, the same ideas
could be extended to piecewise smooth albedo.

8 Although the constraint is often used locally to approximate surfaces that are not Lambertian.
9There is some admittedly sketchy evidence that inter-reflections are not perceptually salient [4].



Nowhere constant albedo When Vp(p) # 0 everywhere in p, the image formation model can be bypassed
altogether, leading to the so-called correspondence problem which we will see shortly. This is at the base
of most traditional stereo reconstruction algorithms and structure from motion. Since these techniques
apply without regard to the illumination, we will address this after having relaxed our assumptions on
illumination.

Point light(s)

A countable number of stationary point light sources can be modeled as L = {Ly, Lo, ..., Ly}, L; € R3,
dE = Zle E;0(q — L;). In this case the imaging equation reduces to

k
I(x,t) = ZEiPd(p)@pvp—Li/llp—Li|\>- (20)

Note that, if we neglect occlusions and cast shadows, the sum can be taken inside the inner product and
therefore there is no loss of generality in assuming that there is only one light source. If the light sources are
at infinity, p can be dropped from the inner product; furthermore, the intensity of the source £ multiplies
the light direction, so the two can be lumped into the vector L. We can therefore further simplify the above
model to yield, taking into account camera motion,

o) 1 o)

I(x,t) =
x=7(g(t)p); p=S(x0)

Inference from this model has been addressed for the following cases.

Constant albedo Yuille et al. [26] have shown that given enough viewpoints and lighting positions one
can reconstruct the shape of the scene. Jin et al. [10] have proposed an algorithm for doing so, which
estimates shape, albedo and position of the light source in a variational optimization framework. If the
position of the light source is known and there is no camera motion, this problem reduces to classical
shape from shading [7].

Smooth/piecewise smooth albedo In this case, one can easily show that albedo and light source cannot
be recovered since there are always combinations of the two that generate the same images. However,
under suitable conditions shape can still be estimated, as we discuss next.

Nowhere constant radiance If the combination of albedo and the cosine term (the inner product in (21))
result in a radiance function that has non-zero gradient, we can think of the radiance as an albedo
under ambient illumination, and therefore this case reduces to multi-view stereo, which we will discuss
shortly. Naturally, in this case we cannot disentangle reflectance from illumination, but under suitable
conditions we can still reconstruct the shape of the scene, as we discuss shortly in the context of the
correspondence problem.

Cast shadows If the visibility terms are included, under suitable conditions about the shape of the object
and the number and nature of light sources, one can reconstruct an approximation of the shape of hte
scene.

General light distribution

An arbitrary distant light distribution can be modeled as a positive density on the sphere at infinity: L = S2.
Any positive density on the sphere can be approximated arbitrarily well by a sum of Gaussians, a result known
to Wiener, slightly modified to take into account the spherical ambient space. However, each Gaussian can
be represented as a convolution of a delta measure with a canonical Gaussian (zero-mean). When inserted
into the imaging equation, the effect of the Gaussian kernel and the BRDF compound in a way that cannot
be discerned from the data alone. Therefore, we can lump the Gaussian kernel into the BRDF and be left
with point light sources with no loss of generality. Naturally, in practice each each light may have a different
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dispersion matrix, which in general results in an empirical coefficient (« in the Torrance-Sparrow model) that
is direction-dependent. If we allow the BRDF to be anisotropic, we can never distinguish reflectance from
illumination. Consider for instance a polished sphere illuminated by a Gaussian light sources, compared to
a rougher sphere illuminated by a point.

Note that most current work on general representation of illumination uses a series expansion of the
distribution dF on L = S? into spherical harmonics [18]. This is problematic for two reasons: first, spherical
harmonics are global, so the introduction of another term in the series affects the entire image. Second, while
any function on the sphere can be approximated with spherical harmonics, there is no guarantee that such
a function be positive. Indeed, the harmonic terms in the series are themselves not positive, and therefore
each individual component does not lend itself to be interpreted as a valid illumination, and there is no
guarantee except in the limit where the number of terms goes to infinity that the truncated series will be
a vaild illumination. The advantage of a sum of Gaussian approximation is that one can approximate any
positive function, and given any truncation of the series one is guaranteed to have a positive distribution
dE.

Given these considerations, we restrict our attentions to illumination models that consist of the sum of a
constant ambient term and a countable number of point light sources. The general case, therefore, reduces
to the special cases seen above:

L=S% dE(q) = EydL(q +ZE§q— (22)

Note that the energy does not depend on the direction, since for distant lights (sphere of infinite radius) all
directions pointing towards the scene are normal to L.

Multi-view stereo and the correspondence problem

If the radiance of the scene Rg(p) is not constant, under suitable conditions one can do away with the
image formation model altogether. Consider in fact the irradiance equation (16). Under the Lambertian
assumption, given (at least) two viewpoints, indexed by t; and te, we have that

I(x1,t1) = Rs(p, m(g(t1)p)) = 1(x2,12) (23)

without regards to how the radiance Rg comes to existence. The relationship between x; and x5 depends
solely on the shape of the scene S and the relative motion of the camera between the two time instants,
g12 = g(t1)g(ta) ™"

x1 = m(g12mg ' (x2)) = w(x2; S, g12).- (24)

Therefore, one can forget about how the images are generated, and simply look for the function w that
satisfies (substitute the last equation into the previous one)

| 1(w(x2; 8, 12), 11) = I(x2,12) | (25)

Finding the function w from the above equation is known as the correspondence problem, and the equation
above is known as the brightness constancy constraint.

It is easy to see that if the gradient of I is zero around a given point x, the equation above is satisfied for
any S, g, and therefore it provides no useful constraint on w. Similarly, if [ is a periodic function, w is not a
one-to-one function. Even if I was different at every pixel, due to noise, deviation from Lambertian reflection
and other accidents, the equation above is not per se a useful vehicle to recover S and gi2. Nevertheless, the
equation is broadly employed in computer vision, mostly due to its simplicity. The most common approach
consists of comparing the left-hand side to the right-hand side of the equation via some discrepancy measure
K, integrated in a neighborhood of a collection of “feature” points, assuming that w can be approximated
within each such neighborhood with a simple parametric function, typically an affine transformation:

o 93) = 3 | o K1), (s 8,00, 1) (26)
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where W (x; A) is a neighborhood of the pixel x, which can be parameterized by an affine transformation
A, and K is a discrepancy measure, such as the L' or L? norm, normalized cross-correlation, or Kullback-
Leibler divergence. Feature points x; can then be defined as those for which minimizing the functional ¢
allows the inference of the transformation parameters in w. Various “robust” versions of this program have
been investigated. They consists of comparing not the intensity of neighborhood of the images directly, but
instead various statistics of the images, such as the sum of square differences, various gradient orientation
or color histograms, normalized to account for local geometric of photometric variation:

S(w(S,9;0)) = Y IF{I(x 1) | x € Wxi)}) = F{I(x, ) | x € W (w(xi; 8, gj1))})ll (27)
gk

for some choice of image statistic F'. This is essentially what is done in the majority of the stereo reconstruc-
tion algorithms, as well as in structure from motion (see [5] and references therein). Given enough feature
points, the conditions under which one can reconstruct the motion of the camera and the position of feature
points are well known [14].

More recently, Faugeras and Keriven have cast the problem of stereo reconstruction in an infinite-
dimensional optimization framework, where the equation above is integrated over the entire image, rather
than just in a neighborhood of feature points, and the correspondence function w is estimated implicitly by
estimating the shape of the scene S, with a given motion g. This works even if p is constant, but due to
a non-uniform light and the presence of the Lambertian cosine term (the inner product in equation (21))
the radiance of the surface is nowhere constant (shading effect, or attached shadow) and even in the case
of cast shadows, if the light does not move. In the presence of regions of constant radiance, the algorithm
interpolates in ways that depend upon the regularization term used in the infinite-dimensional optimization
(see [6] for more details).

2.2.2 Constant viewpoint: photometric stereo

When the viewpoint is fixed, but the light changes, inverting the model above is known as photometric stereo
[8]. If the light configuration is not known and is allowed to change between views, Belhumeur and coworkers
have shown that this problem cannot be solved [2]. In particular, given two images one can pick a surface
S at will, and construct two light distributions that generate the given images, even if the scene is known
to be Lambertian. However, this result relies on the presence of a single point light source. We conjecture
that if the illumination is allowed to contain an ambient term, these results do not apply, and therefore
reconstruction could be achieved. Note that psychophysical experiments suggest that face recognition is
extremely hard for humans under a point light source, whereas a more complex illumination term greatly
facilitates the task.

2.3 Non-Lambertian reflection

In this subsection we relax the assumption on reflectance. While, contrary to intuition, a more complex
reflectance model can in some cases facilitate recognition, in general it is not possible to disentangle the
effects of shape, reflectance and illumination. We start by making assumptions that follow the taxonomy
used for the Lambertian case in the previous subsection.

2.3.1 Constant illumination
Ambient light

In the presence of ambient illumination, the specular term of an empirical reflection model, for instance
Phong’s, takes the form

T /2 COSk 5
s in 0;d0;de; 2
ps(p) L i /0 w0sf, m ¢ (28)

If the exponent ¢ — oo, only one point on the light surface S? contributes to the radiance emitted from
the point p. Since the distribution dFE is uniform on L, we conclude that, if we exclude occlusions and cast
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shadows, this term is a constant. This can be considered as a limit argument to conjecture that, in the
presence of ambient illumination, the specular term is negligible compared to the diffuse albedo. Naturally,
if an object is perfectly specular, it renders the viewer an image of the light source, so in this case inter-
reflection is the dominant contribution, and the ambient illumination approximation is no longer justified.
See for instance figure 5.

Figure 5: In the presence of strongly specular materials, the image is essentially a distorted version of the
light source. In this case, modeling inter-reflections with an ambient illumination term is inadequate.

Point light(s)

In the presence of point light sources, the specular component of the Phong models becomes

(g~ (t)x, vp)

where the arguments of the inner products are normalized. In this case, assuming that a portion of the
scene is Lambertian and therefore motion and shape can be recovered, one can invert the equation above to
estimate the position and intensity of the light sources. This is called “inverse global illumination” and was
addressed by Yu and Malik [25]. If the scene is dominantly specular, so no correspondence can be established
from image to image, we are not aware of any general result that describes under what condition shape,
motion and illumination can be recovered. Savarese and Perona [19] study the case when assumptions on the
position and density of the light, such as the presence of straight edges at known position, can be exploited
to recover shape.

General light

In general, one cannot separate reflectance properties of the scene with distribution properties of the light
sources. Jin et al. [11] showed that one can recover shape S as well as the radiance of the scene, which mixes
the effects of reflectance and illumination.

2.3.2 Constant viewpoint

In the presence of multiple point light sources, Many have studied the conditions under which one can
recover the position and intensity of the light sources, see for instance [16] and references therein. Variations
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of photometric stereo have also been developed for this case, starting from [9].

2.3.3 Reciprocal viewpoint and light source

Zickler et al. [27] have developed techniques to exploit a very peculiar imaging setup where a point light
source and the camera are switched in pairs of images, which allows to eliminate the BRDF from the imaging
equation.

3 Conclusions: what does recognition have to do with all this?

In practice, to be able to determine whether an object is present in the scene, or whether two or more images
portray the same scene, reconstructing the shape, motion and reflectance of the scene may not be necessary.
However, it is important to understand the image formation process because, in general, no function of the
image can be computed that is invariant with respect to all nuisance factors, such as viewpoint, illumination,
material properties etc. Therefore, any recognition system will have to rely on assumptions on some of the
nuisances or prior models derived from data. The imaging equation allows the researcher to elucidate these
assumptions and ultimately is aimed at designing better recognition systems.
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