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Abstract

We give new, effective algorithms for k-way circuit partitioning in the two regimes of k € nand k =
©(n}, where » is the number of modules in the circuit. The central idea is that if we execute partitioning
algorithms on a partition-specific geometric embedding of the netlist rather than on traditional graph
representations of the netlist, we achieve large speedups. Surprisingly, we find that for appropriately
designed geometric embeddings, this speedup can actually be accompanied by an increase in solution
quality. We derive d-dimensional geometric embeddings of the netlist via: (i) a new “partitioning-
specific” net model for constructing the Laplacian of the netlist, and (ii) computation of d eigenvectors
of the netlist Laplacian using fast Lanczos code. We then apply (iii) fast top-down and bottom-up
geometric clustering methads, e.g., given the geometric embedding, we achieve a k-way partition of the
netlist in Of{nlogk) time. Each of these ingredients contributes to the success of our approach. For
small k£, we achieve very high-quality solutions as compared to the recent results of [55] and [9], quality
being measured according to the multi-way partitioning objectives proposed in each of these previous
works. For large k, we achieve clusterings that are significantly more useful than those of [6] [24] in a
two-phase Fiduccia-Mattheyses (F-M) “clustered bipartitioning” approach. These results suggest that
our particular combination of geometric embeddings and clustering algorithms preserves and highlights
“natural” partitionings.

1 Preliminaries

In top-down layout synthesis of complex VLSI systems, partitioning algorithms are used to reveal the
natural structure of the circuit, via a decomposition into k subcircuits which minimizes the connectivity

between subcircuits. A generic problem statement is as follows:

k-Way Partitioning: Given a circuit netlist G = (V, E), where the circuit has || = n modules,
construct a k-way partitioning P which divides the n modules into k disjoint subcircuits (also called

partitions) Cy,Cs, ..., C, such that a given objective function F(Fy) is minimized.

Much of the existing work on partitioning focuses on the problem of 2-way partitioning (P = {C1,Ca}).
The most common formulation of this problem minimizes the minimum-width bisection [39] objective:
F(Py} = e(C1,C2) where ¢(C1,Ca) gives the number of edges in {(u,v) € E | u € Cy and v € C3} and
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the two partitionings must be perfectly balanced, i.e. |Cy| = |Cs|. To achieve more flexiblility in the 2-way

partitioning, the minimum ratio cut objective[52] [22] [9] has been well-studied. In this case F(P;) = fé.%ﬁ%%

Donath {14] and Lengauer [39] have shown that these and other standard partitioning formulations are
NP-complete. Hence, previous work has used heuristics such as iterative methods (simulated annealing
[49], r-opt interchange [37]), or analytic methods based on a quadratic objective (relaxation methods [10]
[50], spectral computations [25] [23]). In our work, we are interested in algorithms that can achieve k-way
partitionings, with the value of k being either small or large relative to the number of modules n. The
motivating applications for k-way partitioning vary dramatically with the relative size of k. Indeed, we may
divide the k-way partitioning problem into two distinct subclasses which we call the small-k partitioning

(SKP) and large-k partitioning (LKP) problems.

* Small-k Partitioning (SKP): In the SKP regime, # < n and is for all practical purposes bounded by
asmall constant, say, k£ < 10. The SKP problem arises in high-level layout synthesis and flcorplanning,
where standard approaches compute a heuristic k-way partitioning for some prescribed value of &
(typically, k = 2). As observed by Wei and Cheng (53], prescribing an inappropriate value of k may
prevent identification of a “natural” division which could have been easily discovered by allowing k
to vary, or by applying other (e.g., bottom-up) algorithmic approaches. Furthermore, methods which
achieve a k-way partition by applying a bipartitioning algorithm & — 1 times in succession may also
fail to return a good result: it is simple to construct inputs for which optimal 2-way partitions cannot
be refined into even remotely “natural” 3-way partitions. Note that the “natural” value of k is rarely
known a priori, since this in effect requires knowledge of the natural circuit structure. We say that
SKP can require true multi-way partitioning, where the value k is not necessarily fixed, and must be

chosen automatically by the algorithin in minimizing the prescribed multi-way partitioning objective.

¢ Large-k Partitioning (LKP): In the LKP regime, £ = ©(n) and is typically some relatively large
fraction of n, e.g., ¥ = n/5. The LKP problem arises in enhancing the performance of standard
top-down partitioning algorithms. As problem sizes grow very large, traditional iterative partition-
ing methods show clear instability and scaling effects, where the solution quality (particularly for
Kernighan-Lin variants and simulated annealing) becomes less predictable and indeed decreases with
problem size [39]. Recent work has shown that this reflects the so-called “error catastrophe” of local
search methods, namely, that local optima follow a central limit phenomenon such that almost all
tend to be of only average quality [3] [36]. To compensate for instability, practical implementations
must use multiple trials with random starting points, e.g., the recent work of Wei and Cheng [52]

achieves stability by returning the best of 20 random runs, and Johnson et al. [33] suggest that 500



is an appropriate number of trials for Kernighan-Lin r-opt bisection of graphs with vertex cardinality
n 2 10°. Thus, maintaining high-quality iterative partitioning solutions requires either that we use a
very large number of trials (resulting in impractical CPU expense), or that we somehow reduce the
problem size. To this end, k-way partitioning for large k = ©(n) has been shown to actually improve
the results of iterative partitioning methods via a two-phase application of Fiduccia-Mattheyses op-
timization (6] (7} [39] {24] (45]). In some sense, while the clustering restricts the space of partitioning
solutions, the restricted solution space is small enough to be searched effectively by traditional meth-
ods; more importantly, if the clustering is good, only “bad” solutions are eliminated from the search
space (cf. the discussion in Lengauer [39]). Thus, we wish to achieve LKP solutions where k is just
small enough for standard iterative approaches to once again become useful. The quality of the k-way
partitioning is the amount of improvement achieved by the two-phase F-M optimization versus the

standard F-M optimization on the flat netlist.

1.1 Previous Work for the SKP Problem

Early approaches to multi-way partitioning involved seeded epitaxial growth, or the “direct” method [14],
in whieh the most well-connected unclustered module is iteratively inserted into the current clustering [35]
(44] [47). This greedy method is highly local and depends on ad hoc choices of the number of clusters,
the cluster seeds, the rules for assigning modules to clusters, etc., with quality of the result being quite
unpredictable.! In 1989, Sanchis [46] extended the Fiduccia-Mattheyses iterative interchange bipartitioning
algorithm [16] [37] to k-way partitioning. Subsequently, Yeh et al. [54] proposed a primal-dual iteration
motivated by a generalization of the minimum ratio cut metric [52]. These two methods use simple objective
functions based only on the number of nets crossing partition boundaries; they moreover require k and the

partition sizes to be specified in advance.

Yeh et al. [55] propose a “shortest-path clustering” method, where “shortest paths” between random
pairs of modules are iteratively deleted from the netlist graph until it becomes disconnected into multiple
components (corresponding to the partitions). This algorithm elegantly captures, in a probabilistic sense,
the relationship between multicommodity flow and minimum ratio cut [10]. Moreover, the shortest-path
clustering has been shown to yield true k-way partitionings P, = {C1,C4, ..., C} that are of high quality
when measured by the so-called cluster ratio, which Yeh et al. argue to be the “proper” k-way generalization

of the ratio cut bipartitioning objective [52] [22].

Minimum Cluster Ratio SKP Problem: Find a k-way partitioning P = {C1,Cs,...,Cy}, for any

! According to Lengauer [39], seeded epitaxial growth has been discarded in favor of more recent approaches such as recursive
min-cut partitioning; it is unlikely that the method will perform any better in the LKP regime.



2 < k < |V], that minimizes
le(Cy,Ca, ... O

k k-1
Ej=i+1 iy 1G] % IC;|
where ¢(Cy, Cs, ... C}) is the number of nets which cross between two or more of the partitions Cy, Cs, .. .Ck

[55].

F(PL) =

In [9], Chan et al. gencralize a theoretical result (23] concerning 2-way ratio cut partitioning to k-way
ratio cut partitioning. Based on their work, the first k eigenvectors of the netlist Laplacian {see Section
2 below) are use to construct an orthogonal “projector” which maps an n-dimensional space into a k-
dimensional space. (There are strong similarities between this approach and what we propose below, in
that netlist eigenvectors are used as the basis for the constructive partitioning.) Ideally, the n elementary
unit vectors in the n-space (corresponding to the n netlist modules) would be mapped to exactly k distinct
pomnts in the k-space (corresponding to the & partitions) by this projector. However, this is not the case
in practice, and therefore the authors of [9] use heuristic clustering methods to group the n images into
a k-way partitioning. The authors of [9] propose a different generalization of the ratio cut objective, and

define a novel, dimensionless scaled cost of the k-way partitioning to be:

Minimum Scaled Cost SKP Problem: Find a k-way partitioning P, = {C1,C4,...,Cy}, for any

2 < k < |V], that minimizes

k
. i E;
F(P)= ——— .
() = T zz; Gl
where E; is the number of signal nets crossing the boundary of its C; partition [9].

Each of these last two works establishes a promising new metric to generalize the ratio cut concept,
The ratio cut generalization implicitly accounts for both nets cut and size balance among the partitions;
in contrast, previous algorithms could not easily achieve size balance without resorting to user-prescribed
partition size limits, Moreover, both [55] and [9] are “true” k-way partitioning methods which do not
require a prescribed value of k. Note that Yeh et al. and Chan et al. show that their methods give very
high quality solutions according to their respective metries; thus, we will compare our new methods against

the results in [55] and [9], using their respective metrics.

1.2 Previous Work for the LKP Problem

The k-way partitioning problem for large £ = ©(n) has been well-studied in the context of “condensing”
netlists to enhance the solution quality and stability of standard partitioning algorithms. In some sense,
the SKP formulations of the previous section are not relevant here since all solutions will cut a very large

percentage of the nets. Rather, in LKP we simply wish to obtain many small clusters which are each as



densely connected as possible. While no definition which captures this LKP formulation has been pro-
posed, solutions are typically evaluated by their utility within a two-phase “compacting”, or “condensing”,

enhancement to the standard Fiduccia-Mattheyses bipartitioning algorithm.

The first two-phase approach, called “matching-based compaction” (MBC), was proposed by Bui et al.
(6] [7]. The MBC algorithm uses the pairings of modules given by a maximal random matching in the
netlist graph to induce a partitioning instance on the n/2 vertices, corresponding to the matching edges.
The approach can be iterated so that matching is recursively performed on the compacted netlist until the
problem size becomes manageable [7]. After the compaction is finished, a heuristic Fiduccia-Mattheyses
bipartitioning of this compacted netlist can be found efficiently; then, the netlist is re-expanded into a “flat”
initial configuration for a second Fiduccia-Mattheyses phase. The heuristic justification for this approach
(6] [7] is that the Kernighan-Lin r-opt method yields significantly better results when the graph topology

is sufficiently dense, i.e., has large average degree.”

Recently, Hagen and Kahng [24] have proposed a probabilistic method for finding regions of high con-
nectivity (i.e., “natural clusters”) by taking a random walk in the circuit netlist. During the random walk,
strongly connected regions of the netlist will be detected as multiple revisitations of modules within these
regions. This RW-ST method achieves speedups over more brute-force approaches through implicit exami-
nation of the netlist graph, much in the same spirit as {55} and [18]. In [24], it is reported that the RW-ST
clusters lead to significant improvements in the performance of two-phase F-M, versus the matching-based

compaction strategy proposed in (6] [7].

1.3 Outline of the Present Work

Our work is motivated by the fact that existing k-way partitioning methods can exhibit inferior time

complexity, inferior selution quality, or both. As examples:

Bui et al. claim that compacting until average degree in the netlist is > 3 suffices for K-L to become essentially optimal.
Lengauer {39] and the authars of [6] conjecture that this is because there are fewer local minima in the k-interchange neigh-
borhood structure when the netlist graph has higher average degree. Note that matching-based compaction may be viewed as
finding cliqques of size 2, i.e., the matching edges. This may be generalized to finding cliques of size ¢ for ¢ > 2, which in turn
generalizes to finding netlist subgraphs that have size ¢ and a prescribed density. For example, if more than ¢ C(c, 2) edges are
present among ¢ modules of the netlist, then these ¢ modules induce a sufficiently dense subcircuit and can be “compacted”
into a cluster. Garbers et al. [18] proposed the concept of (%, )-connectivity as a means of evaluating the density of clusters,
without facing the combinatorial complexity of actually checking the density of C'(n, c) possible clusters. In the work of [18],
two modules u and v are said to be (k,{)-connected if there are & edge-disjoint paths of length ! between them; [18] showed
that for certain structured classes of random inputs, the transitive closure of the (k, [)-connectedness relation gives a clustering
equivalent to that induced by the edge density criterion. However, as noted in [24], the (k, {)-connectivity method suffers from
several main weaknesses: it can yield highly nonintuitive results; the values of k and I that lead to the “correct” clustering
are difficult to determine; and even assessing {k,{}-connectivity is NP-complete for { > 5 {with NP-completeness of the case
[ = 4 an open problem).



1. The SKP method of Yeh et al. {55], while of high quality, requires (1) shortest-path computations in the
netlist graph, (ii) exhaustive enumeration of all partitions of a possibly large number of disconnected
components obtained through the iterative shortest-path deletion, as well as (iii) an O(mn log n)

time complexity that has further dependence on two “accuracy” parameters b and %.

2. The SKP method of Chan et al. [9] yields significantly worse solution quality than our methods below,

while requiring additional matrix manipulations and a more complicated clustering methodology.

3. The LKP method of Hagen and Kahng [24] based on random walks yields clusterings which achieve the
best-known results in terms of two-phase enhancement to F-M bisection, but ©(n?) time is required

to process a random walk of the recommended ©(n?) length.

In the remainder of this paper, we describe a new methodology which achieves significant speedups
of multi-way netlist partitioning by first embedding the netlist into a d-dimensional geometry, R (d may
be chosen by the user and in practice is bounded by a small constant), and then applying fast geometric
clustering algorithms to the embedded netlist in order to achieve a good heuristic k-way partition. Our
methodology consists of two major phases. Phase I, described in Section 2 below, constructs a geometric
embedding of the netlist, i.e., we map each module of the netlist to a point in d-dimensional Euclidean
space. Our embedding exploits the well-known correspondence between placement/partitioning and the
eigenvectors of the Laplacian of the weighted netlist graph. We note that this idea is not new {(e.g., Hall
[26] proposed use of the Laplacian as early as 1970); however, our successful eigenvector-based embedding
is strongly influenced by an additional ingredient, namely, a new “partitioning-specific” net model used in
constructing the weighted netlist graph. A second, implicit ingredient in this first embedding phase is our
use of fast Lanczos codes to solve the sparse symmetric eigenvector problem; these codes allow us to match

the efficiency of the Fiduccia-Mattheyses partitioning approach.

Phase II of our methodology, described in Section 3 below, computes fast top-down and bottom-up
clusterings of the points in the embedding, and then maps the clustering back to the original netlist,
returning it as a k-way netlist partitioning. While this might seem “cld hat” (e.g., Hall [26] in 1970
proposed a similar approach for classification problems), we show that the proper choices of both the
clustering objective and the clustering algorithm are critical for success. We propose two fast methods,
called KCENTER and AGGLOM, which yield consistently good results and which achieve k-way netlist
partitions in O(nk) and O(n®) time respectively (the former may also be improved to O(nlogk) time).
Section 4 of the paper presents experimental data showing that our multi-way partitioning approach is
quite robust. For SKP, our results are an average of 15.6 % better than the previous work of Chan et

al. [9], and are also competitive with the method of [55) while using much less CPU time (note that we



compare our algorithms against each of these works according to their specific objective functions; we are
also successful versus the spectral and interchange-based successive bipartitioning results that were reported
in these papers). For LKP in the well-studied context of two-phase F-M bisection, our partitioning outputs
lead to significant improvements over the two-phase results of [6] [24] [45], and an overall 27% improvement

over standard F-M bipartitioning. Our discussion concludes in Section 5 with directions for future research.

2 Phase I: Fast, High-Quality Geometric Embeddings

A basic precept of optimization is that a problem instance might be solved more efficiently if it satisfies
certain constraints. A number of graph optimizations have been found to be amenable to speedups when
the input is embedded in a geometric space: a classic result of Vaidya (51] is that optimal matching speeds
up by a factor of % when a graph input is embedded in the plane, and even greater speedups are
achieved when minimum spanning tree and diameter computations are similarly embedded [43]. Therefore,
we seek to achieve a geometric embedding of the weighted netlist graph, so that k-way partitioning can be
more efliciently performed. For typical sizes of real netlists, the resulting speedups are very significant. We
begin by noting that the embedding should be “distance-preserving”, i.e. distance between two points in the
embedding reflects the relationship between the corresponding vertices of the netlist graph. In our approach,
we embed the netlist into d-dimensional Euclidean space via the well-established relationship between

eigenvectors of the netlist Laplacian and minimum-cut partitionings (or minimum-wirelength placements).

This correspondence is developed as follows.

We represent the circuit netlist by a simple undirected graph G = (V, E) with |V| = n vertices vy, ..., vn
representing the n modules, and edges in E capturing the hyperedges of the netlist hypergraph via a clique
net model [39]. The n x n adjacency matriz A = A(G) has A;; is equal to the weight of {vi,v;} € E, and
by convention A;; = 0 for all # = 1,..., n. If we let d(v;) denote the degree of node v; (i.e., the sum of the
weights of all edges incident to v;), we obtain the n x n diagonal degree matriz D defined by D;; = d(v;).
The Laplacian of the netlist graph is given by Q = D — A [23] [41]. The eigenvalues and eigenvectors of
the netlist Laplacian have been extensively studied in the context of VLSI placement and partitioning {see,
e.g., (2] [14] [17] [50] [5] {25] [23); also see [23] for a good review of the related literature). In general, by
viewing partitioning as the assignment of modules to bounded-size clusters and then adopting a quadratic

objective function, a Lagrangian formulation can be obtained which leads to an eigenvector computation.

Hall [26] showed that the eigenvectors of the Laplacian solve the problem of finding the vector z =



(£1,#2,...,2,) which minimizes

Il 2
= E ZZ(JT, - :ltj)‘A,'j

i=1j=1
subject to the constraint || = (z7z)'/? = 1. (In other words, z is a solution to the quadratic minimum
wirelength placement problem, since z is exactly the sum of squared wirelengths.) Hall’s contribution was
in showing that z = z7Qxz, so that the Lagrangian formulation L = 27Qz — A(2Txz — 1) could be used
to minimize z. Setting the first partial of L to zero yields 2Qz — 2Az = 0, implying (@ — ANz = 0
where I is the identity matrix. This is readily recognizable as an eigenvalue formulation for A, and the
eigenvectors of () are the only nontrivial solutions for z. The key observation is that the magnitude of each
eigenvalue is equal to the “total squared wirelength” corresponding to the placement given by the associated
eigenvector (recall that |z| = 1). As noted by Hall, the minimum eigenvalue 0 gives the “trivial” solution
= (1/v/n,1/v/n, ..., 1/y/7), which just correspond to all modules placed at the same location. Therefore,
the eigenvector corresponding to the second smallest eigenvalue A is used as a heuristic minimum squared
wirelength placement. Hagen and Kahng [22] [23] established a close relationship between the second
smallest cigenvalue Az and the optimal ratio cut partitioning solution. The work of {22] {23], as well as the
closely related work of Hadley et al. [25], showed that an eigenvector computation led to fast, stable, and

high-quality heuristic partitioning solutions.?

At the heart of our methodology is the observation that every eigenvector of Q gives a distinct, one-
dimensional spatial embedding of the circuit graph wherein strongly connected modules will tend to be
placed close to each other. Because the squared wirelength of each eigenvector placement is given by its
corresponding eigenvalue, the lowest eigenvalues will correspond to eigenvectors that are the most “distance-
preserving”. Thus, to achieve a d-dimensional embedding of the netlist, we use the d eigenvectors corre-
sponding to the lowest d nonzero eigenvalues of the Laplacian. The i** components of these d eigenvectors

give the d coordinates of the i module in %7 (see the small example for d = 2 in Figure 1.4

We now make a brief digression to establish the computational practicality of this geometric embedding.

®The result in [22] suggested that the eigenvector x corresponding to A2, i.e., the solution of the matrix equation Qz = Aoz,
be used to guide the partitioning. For ratio cut partitioning, {22] used z to induce a linear ordering of the modules, and the
best “split” in terms of ratio cut cost was returned. In other words, the n modules z; of the eigenvector were sorted to yield
an ordering v = v1,...,vn of the modules, called the speciral ordering. The splitting index r, 1 < r £ n =1 was then found
which yields the best ratio cut cost when modules with index > r were placed in U and modules with index < r were placed
in W. A similar heuristic was proposed by Hadley et al. [25].

*Note that this naive embedding approach is not new by any means: for example, Hall [26] proposed using the eigenvectors
corresponding to the second and third eigenvalues in order to achieve a two-dimensional embedding of a standard classification
problem. However, as we discuss in Section 2.2 below, additional refinements are necessary before the naive eigenvector
embedding approach becomes a useful basis for netlist partitioning.
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Figure 1: Geometric embedding of the IC67 netlist (from ILLIAC IV circuit board) in two di-
mensions, using eigenvectors corresponding to the two smallest nonzero eigenvalues of the netlist
Laplacian.

2.1 Practicality of the Eigenvector Embedding

As noted in [22] [23], computing the first few eigenvectors of the netlist Laplacian Q@ = D— A is simplified due
to the symmetry and sparsity of this matrix, which naturally suggests application of the Lanczos algorithm
for the sparse symmetric eigenproblem. The Lanczos iteration is heavily dependent on the sparsity of
the input [19]. Note that for the smallest and largest benchmarks considered in our studies (i.e., MCNC
Primaryl and Primary2), the @ matrices are of size 883 x 883 and 3014 x 3014, but respectively have only
5,541 and 30,090 nonzeros when the standard clique net model [39] is used. The least sparse benchmark is

Test05, which has 219,811 nonzeros according to the clique net model.

Using the same Lanczos implementation that was used by [22], we find that computing the second
eigenvectors for Primaryl, Primary2 and Test05 respectively required 19, 83 and 619 CPU seconds on a Sun
4/60 (Sparc-1) machine. These runtimes confirmed the dependence on sparsity, and indeed, sparsification
techniques such as removal of large nets (e.g., with number of pins > 100) have been found to yield
tremendous speedups (e.g., Hagen [21] reports that the second eigenvector computation for such a sparsified
industry netlist with 40,258 modules and 36,208 nets required 714 CPU seconds on a Sun Sparc-2 (a machine
that is about twice as fast as the Sparc-1)). We emphasize that these runtimes are very competitive with
those of iterative methods. As noted in {22], the 10 F-M computations used by the RCutl.0 ratio cut
program of Wei and Cheng [52] required 204 CPU seconds on a Sun 4/60 for the Primary2 benchmark,

and this is significantly higher than the 83 seconds noted above for the eigenvector computation. Finally,

9



we note that the cost of computing mulliple eigenvectors (i.e., a higher-dimensional geometric embedding)
is by no means prohibitive. According to our studies, achieving a d-dimensional embedding for Primary1
requires 1.15, 1.83, 2.00, 2.58, 2.64, 3.25, 3.29, 4.31 and 4.44 times the CPU cost of achieving a 1-dimensional

embedding (i.e., just the second eigenvector), for d = 2, 3,..., 10 respectively.

2.2 Refinement of the Eigenvector-Based Geometric Embedding

The d-dimensional geometric embedding that we proposed above, based on the d eigenvectors of the lowest
d nonzero eigenvalues of the Laplacian, is somewhat naive. As noted in Footnote 5, this was exactly the
idea of Hall [26] in 1970. Based on our experiments, we have found that at least one “missing ingredient”
must be supplied in order to obtain a robust eigenvector-based geometric embedding that is useful for both
the SKP and LKP problems. {A possible second ingredient is discussed under future research in Section 5

below.)

A New “Partitioning-Specific” Net Model. Our enhancement to the traditional eigenvector
embedding concerns the clique net model that is used to construct the matrix 4 in the Laplacian Q = D— A.
According to the clique net model, a p-pin signal net will induce a clique of C(p,2) edges among its p
modules; the cliques for all signal nets are superposed to yield the matrix A. The early survey by Hanan
et al. [27] details several clique weighting variants which propose uniform weighting of the C(p,2) edges

11

by such values as %, 7 =1 ete. Simple dimensional analysis shows that all of these net models are very

similar in practice. Thus, present work has adopted a “standard” weighted clique model [39], wherein a

p-pin net contributes = to each of C(p. 2) Aij values.

P

We observe that this standard cligue model seems to be motivated by the following consideration: in
bipartitioning, when one p-pin signal net crosses the partition boundary, at least (p — 1) edges in its clique
must be cut, hence the weight of cut edges will be > (p - 1) - G—l—ﬂ = 1. In other words, the standard
net model ensures that a cut net will make a minimum contribution of 1 to the partitioning cost function.
Unfortunately, a cut net can also contribute up to f’q—: . Ep_il—) to the partitioning ohjective, meaning that large
nets in particular will receive disproportionate attention in the partitioning process. To remedy this, we
propose a new partitioning-specific clique net model, whereby any cut net will make an ezpected contribution
of 1 to the cost function. In this way, all nets will receive uniform weight in the optimization, hopefully
ylelding improved heuristic partitions. We achieve this uniform weighting via the following analysis. By
enumerating all possible assignments of the p pins across a 2-way partitioning, we see that the probability
of an (f,p — ¢) partitioning is -C;[,_;—:,—zz There are also i - (p — i) clique edges that will cross an (i,p — i)

partitioning of the net. To achieve an expected net cut cost of 1, the following equation should hold for the

10



uniform edge weight W in the clique: Y°7_) ¥eztCd} — 1, [t is then simple to show that the relation

— 1 . - 3
W= f=o(l'-(p—‘l')-C'(p,;')/2p) 1mp|les W =

use in constructing the Laplacian.

ﬁ, and it is this revised clique net model that we propose to

5

Given this enhancement, our geometric embedding of the netlist is computed as shown in Figure 2.

d-Dimensional Geometric Embedding
Input: H = (V, L") = netlist hypergraph with |V| = n; dimension d
Output: d-dimensional point set vy, ..., v, € ®¢

Transform H into graph G = (V, E), using clique model with weight ﬁ

Compute A = adjacency matrix and D = degree matrix of G
Compute d smallest non-zero eigenvalues \;(Q} ol Q=D —A4,i=2,...,d+1
Compute real eigenvectors associated with each of the X;(Q)

Generate d coordinates of v; as i*® components of the d eigenvectors

oo

Figure 2: Eigenvector-based, d-dimensional geometric embedding of circuit netlist.

3 Phase II: Geometric Clustering

The geomnetric embedding in Phase I maps the n netlist modules to n points in d-dimensional Euclidean
space, which we denote by V = {vy,va,...,v,} C R The goal of Phase II is to divide V into k dis-
joint clusters, which will correspond to the output partitions. We define a k-way clustering of V as
Py = {C1,Ch, ..., Ci} where CLUC, U...UC, = Vand ;NG =8 Y1 <i<j<k Alarge
body of work has established various criteria that capture whether a given clustering of V is natural,
Intuitively, we would like our clusters to be compact and well-separated. A cluster with small diame-
ter, defined as diam{() = Jmax d(v;i,v;) (where d(v;,v;) denotes the standard Euclidean distance be-
tween v;,v; € V), satisfies ti]t; former geal; on the other hand, two clusters with large split, defined as
split(Cy,Ch) = u.ecr?,%}jecg d(vi, v;) will achieve the latter goal. Diameter and split are frequently used in

analyzing the quality of a given clustering. Before describing our chosen clustering algorithms, we now give

a taxonomy of major clustering objectives and approaches.®

® Actually, note that we must also ignore the (0,p) and (p,0) partitioning cases, since these do not actually cut the signal
net. Thus, the actual uniform edge weight that we use is given by W = ;(-#5 . %.

5Two points should be made. First, we use the term “cluster” in keeping with standard notation in the classification,
phylogenetics, and numerical taxonomy literatures. For all purposes, the terms “partition” and “cluster” are henceforth
interchangeable. Second, our discussion slightly abuses the terms “point” and “distance”, with the obvious extensions ta

“vertex” and “shortest path length” being implicit for weighted graph inputs.
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3.1 Clustering Objectives

For a given k, geometric clustering divides V into a clustering Py which minimizes or maximizes f(P;) for
some objective function f. The main objective functions in the classification literature are formulated as

follows:

1. Maz-Split Clustering: Maximize f(P;) where
F(Pe) = c,.%}élp,,{”’“t(c"cf)}'
2. Min-Diameter Clustering: Minimize f(P;) where

f(Pe) = max{diam(C)}.
3. Min-Sum-Diameter Clustering: Minimize f(Py) where
k
f(P) = diam(Cy).
=i

4. Min-Radius or k-Cenler Clustering: Find W C V, with |W| = k, that minimizes

fiw) = lfe%‘{iléip?f{dis-t(v’ w)}}.

(Here, the choice of W implicitly creates the clustering Py, with each C; € Py, consisting of an element
w; € W along with all points of ¥ that are closer to w; than to any other point of W. In other words,
w; 18 the center of cluster (;, and the cluster centers and cluster memberships are chosen to minimize

the largest radius of any cluster.)

Each of these is an intuitively reasonable objective for our purposes. Previous works [26] [%] simply indicate
that they use “geometric clustering”, but do not specify an objective function f. As we will see in Section
4, the choice of f is critical. (Indeed, the differences among Formulations 1-4 become more noticeable given
a highly nonuniform distribution of point locations in the eigenvector-based embedding; recall the example

of Figure 1.)

Formulation 1 can be solved optimally in O(n log n) time by the so-called Single Linkage algorithm [34]
{see Figure 3). The algorithm begins with an initial n-way clustering P, in which each point is in its own
cluster. Iteratively, the two clusters with least split in F; are merged to yield the F;_; clustering. Each
F; generated is an optimal i-way max-split solution (see [12] for proof). Efficiency of the Single Linkage

approach follows from the cohservation that the minimum edge from any cluster to its nearest neighboring
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cluster (i.e., the “split” edge) must be an edge of a minimum spanning tree (MST) [12]. Hence, one can
build the sarme clusterings Ps, Py, ... P, more efficiently by bulding the MST on the n points of ¥, and then
iteratively removing the largest edge of the MST, in order to obtain an optimal i-way max-split clustering
for i—1 removed edges. This can be accomplished in O(n log n) time in the plane using the Voronoi diagram

[43].

Optimal Max-Split Clustering
Input: Set of points |V| = n in d-space and parameter k
Output: Clusterings Ps, P, ..., P;
1. Compute T, the minimum spanning tree of V
2. fori=2tokdo
3. Ci=0,1<j<i
4. Remove the largest edge from T, yielding ¢
connected components Ty, To,...,T; of T

5. for j=1toido

for all v € T} add v to Cj.
P,‘ = {Cl,Cf_:,.. .,C,'}

endfor

-1 o

Figure 3: Single Linkage algorithm for optimal max-split clustering P (Formulation 1).

With respect to Formulations 2, 3, and 4, the following sets of results have been established.
Fact 1: Formulations 2, 3, and 4 are all NP-complete in general weighted graphs {8].

Fact 2: Formulations 2, 3, and 4 are all NP-Complete for k£ > 3 when V is embedded in 8¢ with d > 1
[12] [13] {40].

Fact 3: Finding solutions to Formulation 2 or to Formulation 4 that are within a factor a < 2 of optimal

is NP-complete in R for d > 2.7

Fact 4: In general graphs whose edge weights do not satisfy the triangle inequality, neither Formulation 2
nor Formulation 3 may be approximated within any fixed constant factor of optimal for ¥ > 3 [20]. (Note

that Formulation 4 holds little meaning in general graphs, though relevant algorithms may still be applied).

For geometric embeddings and graphs which satisfy the triangle inequality, Formulations 2 and 4 may
often be treated together in the sense that a guaranteed max cluster radius < D (Formulation 4) will imply
a guaranteed max cluster diameter < 2D (Formulation 2) by the triangle inequality. There are several
algorithms which achieve a performance ratio of 2 for these two formulations. In our work, we use a very
simple technique due to Gonzalez [20] which runs in O(nk) time and 2-approximates both formulations.

This algorithm, which we call KCENTER, or the “Farthest-Point Algorithm”, is stated in Figure 4.

"For d = 2, Feder and Greene 1 5] showed the a-approximation problem is NP-complete for o < =2 1.97 for the Euclidean
metric and o < a2 1.82 for the Manhattan metric.
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KCENTER (Farthest Point) Algorithm [20}
Input: Set of points V| = n in d-space and parameter k
Output: Clusterings Pa ... P
W = set of cluster centers
neighbor(v) = nearest point to v that is in W
dist(v) = distance from v to neighbor(v)
1. W=0
dist(v)=ccforalveV
2. while |W| <k do
3. D = maz{disi(v)jv eV - W
4. choose w from V — W s.t. dist(w) =D
5. W=WuUw
6. update neighbor(v) and dist(v) forallve V - W
7. for each w; € W,1 < i < |W|let C; = {v|neighbor{v) = u;}
8. P|w| "—"{C]...C|W|}
endwhile
Figure 4: Simple algorithm for computing a sequence of i-way clusterings P;, ¢ = 1,2,.. ., k, which

have performance ratio of 2 with respect to Formulations 2 or 4. For each point not in W, KCENTER
maintains neighbor(v) (the nearest point to v in W) as well as dist(v) (the distance from v to
neighbor(v)). Initialization {step 1) as well as the steps in the while loop (steps 3-7) all require
O(n) time, yielding an O(nk) algorithm.

At the end of the KCENTER execution, there are b + 1' points in W which are all at least distance D
from each other; the first & of these serve as the centers of the k clusters. By the construction, every point
in V is within D of some cluster center, hence each cluster radius is at most D (Formulation 4). By the
triangle inequality, each cluster diameter is at most 2D (Formulation 2). Furthermore, note that by the
pigeonhole principle, two of the £ + 1 points in W must belong to the same cluster. This means that for a
k-way clustering, the min diameter achievable is at least [J (and the min radius achievable is at least D/2).

From this argument, the yielding the desired 2-approximation can be shown:

Theorem 1: For V ¢ %9, the KCENTER algorithm solves both Formulation 2 and Formulation 4 to

within a factor of 2 of optimality. [20] 0

By applying techniques due to Vaidya [51], Feder and Greene [15] used the KCENTER construction as
the basis for a more complicated but faster scheme which for ¥V C R yields a 2-approximate clustering
in optimal O(nlogk) time. However, our expertmental results below use the slightly slower KCENTER

algorithm due to its simplicity.
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3.2 General Clustering Strategies

Recall from the statement of Fact 2 that Formulations 2, 3, and 4 are known to be NP-complete only
for £ > 3. For k = 2, there are well-known efficient algorithms for each of these formulations,® suggesting
iterative use of an optimal 2-way partitioning (e.g., to divide the largest current cluster) in order to obtain a
heuristic k-way partitioning. This approach leads to the concept of a hierarchical clustering where clusterings
Py, Pa, ... P, are generated with successive P;, Py, differing only in that a single C € P; has been separated

into C1,Cy € Fiy1.

The top-down hierarchicel approach reflects current practice for k-way partitioning of VLSI netlists.
Hansen and Jaumard [29] survey a variety of implementations for this “divisive” approach in the context of
min-diameter clustering. It is also reasonable to construct a botfom-up hierarchical clustering (recall that
this was optimal for Formulation 1). In particular, we propose to use an “agglomerative” algorithm, which

we call AGGLOM (see Figure 5; also, cf. the “Complete Linkage Algorithm” of Johnson [34]).

AGGLOM (“Complete Linkage”) Algorithm
Input: G(V, E) with [V| = n and parameter &k
Output: Clusterings P, ... Py
1. Set P, =y, ...,C, with C; = {&;} for each 1
2. Set Priority Queue @ = 0
3. Forevery 1 <u<n,1<v<ninsert (u,v)
into @ with key dist(Cy, Cy)
i=n
while i > k do
(u, v) = delete_min(Q)
if C,,,C, € P; then
Cnew = Cu U Cv
Pio = (P:'UCnew) -Cy-0Cy
For every j s.t C; € F;_y insert (new, j)
into @ with key dist(Chew,Cj)
i=i—-1
endif

endwhile

e R

Figure 5: AGGLOM algorithmn, which computes a set of hierarchical k-way clusterings P; for k =
n,n—1,.. .. 3,2 AGGLOM mimmizes the diameter objective (Formulation 2) of the k-way clustering
at each 1teration.

The AGGLOM algorithm starts with »n clusters of size one and then at each iteration merges two clus-
ters such that the overall objective function is minimized; this process is iterated until a k-way clustering

is obtained. In our experiments below, we use the simple implementation shown in Figure 5, which re-

#See Monma and Suri [42] and Asano et al. {1] for O(nlogn) min-diameter algorithms in the plane, Hershberger [30] has
given a very fast algorithm for min-sum-diameter clustering which is O(nlog® nfloglogn) in the plane and which remains
subquadratic in dimension > 3. Hansen and Jaumard [28] and [42] discuss min-sum-diameter clustering in general graphs.
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quires O(n®logn) time. It should be noted that Benzecri [4] has given an elegant and efficient O(n?)

implementation of AGGLOM, based on constructions of chains of nearest neighbors.?

4 Results and Discussion

4.1 Results for the SKP Problem

While the four objectives given by Formulations 1 through 4 are all intuitively reasonable, our experiments
show clear differences in the partition quality afforded by these objectives. The partition quality also seems

heavily dependent on the overall strategy, e.g., top-down divisive versus bottom-up agglomerative.

Our first set of experiments broadly compared the standard net model against our new partitioning-
specific net model, and also contrasted six clustering algorithms: AGGLOM, KCENTER, Single Linkage,
Divisive Min-Diameter. Divisive Min-Sum-Diameters, and Agglomerative Min-Sum-Diameters (identical
to AGGLOM, except that the merging criterion is sum-of-diameters rather than the maximum cluster
diameter). We generated k-way clusterings of the Primary! benchmark using all methods, for all values

2 < k £9, and over all d-dimensional geometric embeddings for 1 < d < 5.

The data in Table 1 show the effect of the partitioning-specific net model in obtaining high-quality
geometric embeddings that are amenable to processing by our clustering algorithms. In the Table, we show
data for AGGLOM and KCENTER. For these algorithms, the partitioning-specific net model led to clearly
improved results as measured by the Scaled Cost objective of Chan et al. [9]: for AGGLOM, an average of
12.1% improvement in partitioning quality was observed, and KCENTER results improved by an average
of 17.4% with the new net model. Similar phenomena were observed for all other clustering algorithms

tested, and thus our subsequent experiments all rely on the new partitioning-specific net model.

In Table 2, we show the best results obtained by each of the six algorithms for the Primaryl benchmark,
again for the embeddings in dimension 1 < d < 5, and again in terms of the Scaled Cost objective [9].
Here, the poor performance of the Single Linkage and (Agglomerative) Sum of Diameters clusterings is

quite striking. We may conclude that minimization of split is not a good objective function vis-a-vis the

#The time complexity of our AGGLOM implementation is analyzed as follows. First, O(n?) distances are inserted into
the priority queue (initialization step 3), requiring O{n? logn) time; each distance in the priority queue reflects the “merged
diameter” of a pair of existing clusters. Then, the while loop in lines 4-9 is executed at most O(n2) times. In this loop, each
deletion of an element from the priority queue {line 5) requires O(logn) time, and the if condition (line 6) can be tested in
constant time by recording the sizes of each “merged” cluster when their indices are inserted into the queue. Hence, when
the if condition fails, the while loop requires O(logn) time. The if condition succeeds exactly n — k times: within lines 7-9,
the merging process of lines 7-8 can be done in Q(n) time, and O(n) more elements are added to the priority queue at line
9, resulting in G(nlogn) total time for each successful if test. Therefore, (i} the initialization, (ii) all of the if condition
failures, and (iii) all of the if condition successes wili each take O{n?logn) time. The work of Day [11] describes such an
implementation as ours. A inore practical implementation of AGGLOM would use Benzecri's method [4] for the speedup that
it affords.
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Net Number of Clusters (k)

Algorithm Model 9 8 7 6 5 4 3 2
AGGLOM 1/(p—1) | 37.8 | 35.0 | 305 | 31.2 | 27.8 | 30.7 | 18.6 | 14.6
a/{ip-(p—1)) | 355 | 32.7 | 208 | 24.8 | 26.0 | 174 | 17.9 | 135
KCENTER | 1/(p—1) | 51.6 | 41.2 | 49.5 | 39.5 | 43.4 | 476 | 14.3 | 14.2
4fip-(p—1)) | 54.4 | 33.6 | 34.7 | 307 | 275 | 16.4 | 17.4 | 135

Table 1: Comparison of the two net models (best clusterings over embeddings in #¢, 1 < d < 5, for
AGGLOM and KCENTER. Results are obtained for the Primaryl benchmark netlist, and evaluated
using the Scaled Cost objective of Chan et al. [9].

eigenvector-induced embeddings. Moreover, heuristics to minimize the sum of diameters seem to completely
isolate outliers in the embedding, thus generating clusterings that are poorly balanced in terms of cluster
sizes. In retrospect, these phenomena seem closely tied to the non-uniform nature of the point distributions
in R (recall Figure 1). The three algorithms which address the min-diameter objective give clearly better
results, although Divisive Min-Diameter clustering is noticeably inferior to AGGLOM and KCENTER. We
again hypothesize that this is due to the nature of our embeddings, which are dense with very few outliers

(See Appendix).

Number of Clusters (k)

Objective/Algorithm 9 [ 8 [T [ 6 ] 5 T 4 ] 3] 2
AGGLOM 35.5 32.7 29.8 248 26.0 17.4 | 17.9 | 13.5
KCENTER 54.4 336 34.7 30.7 27.5 16.4 | 17.4 | 13.5
SGL-LINK 126.0 | 109.7 | 87.9 49.5 39.2 39.9 | 23.7 | 13.5

Div Min-Diam 59.5 62.0 66.1 59.5 46.8 | 42.9 | 32.8 [ 13.5

Div Min-Sum-Diam 135.1 | 102.9 | 100.0 96.0 74.9 58.8 | 72.3 | 135

Agglom-Sum-Diam 2184 | 199.8 | 189.1 | 154.5 | 127.2 | 88.3 | 72.3 | 135

Table 2: Comparison of the various clustering objectives and algorithms (best clusterings over
embeddings in ®¢ with ¢ = 1,...,5). Results are obtained for the Primaryl benchmark netlist
using the partitioning-specific net model in constructing the Laplacian. Numbers reported give the
Scaled Cost objective of Chan et al. [9].

Given these results, we now examine the performance of KCENTER and AGGLOM more closely. In
Table 3, we show clustering results in each of the dimensions d = 1,..., 10 for the Primary! benchmark (we
center on Primaryl in this pertion of our discussion, since it is the only circuit treated in the work of Chan
et al. [9]). (The most expensive runtimes, corresponding to k& = 9, are also shown for KCENTER.) The
best result that we obtain for each value of & is highlighted for each algorithm, and these values represent
an average 11.2% win for KCENTER, and an average 15.6% win for AGGLOM, over the results of [9].
As would be expected, even larger improvements are achieved over the recursive spectral bipartitioning

(RSBipart) results, which we quote from [9]. We note that for a given value of k, the most favorable
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dimension d seems to grow roughly with k thereby creating a diagonal effect in the Table.1?

Number of Clusters (k)

Algorithm d g [CPU 8 7 6 5 4 3 2
RSBipart 48.8 45.5 40.6 37.1 41.0 36.6 27.3 13.5
Chan et al. 45.0 51.1 32.1 37.8 25.9 25.7 15.9 13.5
KCENTER 1 2141 75s 194.1 | 206.8 | 171.3 | 152.2 | 102.7 79.8 13.5
2 136.9 | 101s | 123.8 | 114.7 | 119.6 [ 112.2 84.4 17.5 14.2
3 87.3 11is 87.6 79.8 54.7 27.5 16.4 17.4 204
4 75.2 137s 70.4 34.7 30.7 32.4 51.2 35.4 29.3
5 54.4 135s 33.6 46.5 48.0 51.4 46.1 41.5 33.6
6 51.0 151s 51.9 34.4 60.2 46.9 47.2 40.4 29.3
7 34.6 173s 54.1 54.1 49.2 39.5 33.6 31.4 33.4
8 60.3 175s 59.7 54.4 48.3 48.1 65.5 60.1 59.5
9 53.1 198s 54.1 51.9 57.7 54.9 54.3 64.6 58.3
10 52.6 187s 55.5 53.8 69.5 668.7 65.6 67.4 59.6
AGGLOM 1 190.2 164.7 | 166.6 | 143.0 | 1224 | 134.7 | 1478 | 13.5
2 137.2 140.4 | 144.7 [ 143.7 | 1268 | 81.8 17.9 14.1
3 96.4 98.2 73.6 39.2 26.1 17.4 18.1 20.4
4 63.6 65.6 29.8 24.8 26.0 22.6 23.8 20.4
5 35.5 32.7 32.1 34.3 35.8 36.0 31.2 20.4
6 46.7 34.4 30.0 39.0 30.7 33.2 23.8 204
7 33.1 31.7 32.2 34.6 29.5 27.9 25.8 27.6
8 39.8 39.8 40.1 37.1 34.0 34.6 37.4 311
9 39.5 40.3 37.9 35.5 36.4 38.9 35.7 40.3
10 41.8 39.9 38.2 38.3 36.0 38.4 35.7 40.3

Table 3: Performance of KCENTER and AGGLOM algorithms versus results reported of Chan et al.
[9] for the Primaryl benchmark. AGGLOM clearly has the best results, but has O(n”) complexity.
KCENTER results remain better than those of Chan et al,, and can be obtained in O(nlogk)
time once we have obtained the geometric embedding. We show runtimes for KCENTER on a Sun
Sparc IPC; these reflect the slower Q(nk) implementation of Figure 4. Our AGGLOM runtimes are
impractical since we use an O(n?logn) implementation and & < n.

Although Table 3 illustrates the superiority (indeed, almost uniform dominance) of AGGLOM over
KCENTER, the best known implementation of AGGLOM requires O(n?) time, while our KCENTER
implementation is O{nk) and can be improved to O{nlogk) [15]. For the small number of clusters desired
in k& way partitioning, the speedup gained by KCENTER is very significant. To facilitate comparison
with future work by other researchers, we give in Table 4 the best KCENTER. results over the geometric
embeddings for d = 1,...,10, again measured by the Scaled Cost metric. Again, the diagonal effect is

strongly apparent for most of the benchmarks.

Finally, Table 5 shows comparisons between KCENTER and the Shortest-Path Clustering (SPC) results
given by Yeh et al., as measured by the Cluster Ratio objective {55). In the Table, we also include the
successive bipartitioning (“Recursive Ratio Cut”) results that were reported in [55]. To match [55], we
assume uniform module areas. For each benchmark, we report the best k-way partition obtained for

2 < k < 9, over embedding dimensions ranging from d = 1 to d = 10. This is in the same spirit as the

10This seems to confirm the ideas of Chan et al., who use k-dimensional embeddings to obtain k-way partitions; alternatively,
this may also be an artifact of the abjective function proposed in [8]. The “diagonal effect” implies that for any given value
of k, only a few embeddings corresponding Lo ¢ = k need to be examined, and for £ small, only a few eigenvectors need to be
computed.
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Test Number of Clusters - k (Best dimension)

Case 9 8 7 6 5 4 3 2

19ks | 15.0(10) | 15.8(6) | 15.6(1) | 15.1(1) | 144(1} | 13.1(1) | 12.5(1) | 17.6(1)
Tl | 27.6(6) | 30.6(10) | 28.6(10) | 19.8(10) | 17.5(6} | 11.1(4) | 7.0(2) | 5.5(1)
Prim1 | 34.8(7) | 33.6(5) 31.4(6) | 30.7(4) 27.5(3) | 16.4(3) | 17.5(3) | 13.5(1)
Prim2 | 11.7(6) | 12.0(6) | 11.8(9) | 11.5(5) | 10.4(4) | 9.0(2) | 7.5(1) | 5.8(1)
Test02 | 21.5(8) | 21.2(7) | 21.1(6) | 2v.2(5) | 23.1{3) | 23.6(3) | 19.1(2) | 30.1(1)
TesiD3 | 21.0(9) | 22.4(9) | 23.2(9) | 22.4(3) | 22.2(2) | 19.3(2) | 21.4(2) | 16.7(3
TestOd | 22.1(6) | 23.8(9) | 24.4(6) | 24.3(6) | 27.2(5) | 27.4(3) | 36.0(2) | 66.1(1)
Test05 | 11.0(8) | 10.6(7) | 10.7(5) | 11.1(4) | 10.3(10) | 8.8(10) | 10.2(6) | 10.6(1)
Test0O6 | 31.0(10) | 32.4(10) | 33.6(4) | 26.4(4) | 28.8(4) | 25.9(2) | 19.3(2) | 28.6(1)

Table 4: Scaled Cost measures of best k-way partitions obtained by KCENTER using d-dimensional
embeddings, 1 < d < 10. Value in parentheses tells which dimension had the best Scaled Cost,
illustrating the diagonal effect.

results of Yeh et al., who generate the entire partitioning hierarchy (i.e., all k-way partitions for 2 < k < n)
and report the best partitioning quality found. Although our results are better than those of the recursive
ratio cut approach, they are noticeably inferior to the SPC results. However, it should be noted that the
Shortest-Path Clustering is extremely expensive in comparison with our method. (Also, if O(n?) complexity
is acceptable to the user, our AGGLOM method will likely yield better results than KCENTER, particularly

with respect to balance among the partition sizes.)

Test Recursive Ratio Cut(RR) Shortest Path Clustering(SPC) KCENTER
Case partitions cut R partitions cut Re partitions cut Re
19ks 73:2771 11 5.43 876:909:1059 127 4.72 1:1:62:185:2595 | 32 4.86
PrimSC1 91:742 11 16.29 76:76:681 14 12.81 152:681 14 13.53
PrimSC2 739:2275 83 4.93 731:2283 77 4.61 627:2387 88 5.88
Test02 6:43:46: 152 | 16.62 33:34:1596 9 8.32 2:70:1591 10 8.72
345:429:794
Test03 321:1286 48 | 11.62 764:843 69 | 10.71 2:346:1259 52 | 11.85
Test04 394:1121 51 11.54 T3:1442 6 5.69 1:70:1444 6 5.85
Test05 287:2308 48 7.24 103:2492 8 3.11 4:13:102:2469 15 4.78
Test06 66:127:179:213; a1 7.23 133:133:133:135:135: 81 6.22 1:2:9:130: 63 9.34
421:404:342 135:170:268:510 354:1256

Table 5: Results for KCENTER, compared against those reported for Shortest-Path Clustering [10]
according to the Cluster Ratio objective R¢ (reported as a multiple of 107%).

4.2 Results for the LKXP Problem

Recall from the discussion of Section 1.2 that LKP solutions are typically evaluated by the improvement
afforded to Fiduccia-Mattheyses bipartitioning, via the two-phase compaction approach. Here, we use the
O(n?) AGGLOM algorithim, since it is bottom-up and hence fairly efficient for large values of k = B(n).1t

Our motivation for this choice also stems from separate studies wherein we have confirmed that AGGLOM

1 Inguitively, if the maximum cluster diameter vemains small, AGGLOM will not have to delete or insert too many “merge
distance” edgelengths into the priority queue. Of course, KCENTER has O(nlogn) complexity even for large k and may be
preferable in practice,
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tends to yields very high-quality solutions for Formulation 2 {min-diameter), again especially when k is

large.

In Table 6, we compare two-phase FM results using AGGLOM clustering of the geometrically embedded
netlist against the results for (i) standard F-M (on flat netlists), (i) random matching-based clusterings, and
(iii) RW-ST clusterings, all of which are quoted from [24]. For each benchmark, we use the same number of
clusters k as was used in [24]; these values were obtained via [21]. For each benchmark, we report the best
two-phase F-M result using agglomerative clustering in each of ten embedding dimensions (1 < d < 10)
and 20 runs for each clustering. The use of 20 random runs follows common practice (e.g., [52]) and also
reflects the experimental protocol in [24]. Our clusterings give an average of 26.9% improvement over the
“flat” F-M partitioning results, in contrast to the 17% improvement given by RW-ST clusterings [24] using
the same k values.'? Last, we note that the AGGLOM clusterings also seem quite good when compared to
the “Cluster+” results of Roy and Sechen, who report two F-M bisection instances in [45]. We can make
a direct comparison with [45} for the PrimSC1 benchmark: their method achieves net cut of 67, and they
report also net cut of 198 for the “Stable Algorithm” of [63] (best of 30 trials). In contrast, the AGGLOM

clustering results in a bisection net cut of 49 for this circuit.

5 Conclusions

There are several interesting directions for future vesearch. First, we believe that better eigenvector-based
geometric embeddings are still possible. Reeall that the ith eigenvector will “spread out” the netlist modules
along the i*" coordinate axis, thus making a contribution to the distances among points in the overall
embedding. However, each eigenvector z gives a one-dimensional placement which has squared wirelength
equal to the magnitude of the corresponding eigenvalue. Since eigenvectors of the smaller eigenvalues
correspond to better placements, these eigenvectors intuitively should make larger contributions to the
distances among the points of the embedding. With this in mind, we believe that scaling heuristics may be
useful for perturbing the eigenvector-based embedding. For example, one could compute the ratio of the
it".smallest eigenvalue A, to the smallest eigenvalue Ay, then reduce the components of the i*h eigenvector

by this ratio. Second, we hope to improve the running time of the AGGLOM algorithm since this method

12The reader will observe from this description that cur results are the best of 10 x 20 = 200 F-M executions for ¢ach
benchmark, giving us an unfair advantage. With respect to this inequity, we can only offer the following two observations.
First, our reported cut values occur fairly frequently throughout the 200 values, and in particular are always present for the
lowest values d < 3; thus, if we were ta restrict our clusterings to only d < 3, i.e., a total of 60 F-M runs per benchmark,
we would obtain essentially the same result. (The fact that low-dimensional embeddings are superior for LKP is itselfl quite
interesting; recall that for SKP, the best embedding dimension generally grew with the value of k.} Second, we were not able
to obtain 200-trial results for the MBC and RW-S8T algorithms; the results we quote from [24) used 20 random trials. However,
it should be noted that we were able to exccute standard F-M on the flat benchmark netlists for 200 trials; these resulting
cut values are reported in parentheses in Table 5, and are very similar to the results for 20 trials. Thus, we believe that our
improvements are “meaningful” despite the perceived inequity.
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Test. Standard FM MBC RW-ST AGGLOM

Case k Areas Cuts Areas Cuts Areas Cuts Areas Cuts

19ks 737 5501:5501 151 (140) 5501:5501 156 5501:5501 146 5501:5501 124

bm1l 216 1740:1740 65 (61) 1740:1740 54 1740:1740 58 1740:1740 48
PrimGAl 191 1716:1715 66 (66) 1718:1713 48 1716:1715 47 1716:1715 49
PrimSC1 191 1377:1376 59 (59) 1377:1376 61 1377:13786 58 1377:1376 49

PrimGA2 | 702 4187:4186 242 (234) 4187:4186 187 4187:4186 165 4187:4186 146
PrimSC2 | 702 3853:3853 235 {235) 3858:3848 175 3853:3853 159 3853:3853 144
Test02 445 | 37132:19918 42 (42) 37132:19918 42 37132:19918 42 37132:19918 42
Test03 327 | 11115:11114 84 (84) 13729:8500 59 13188:9041 71 15211:7018 50
Test04 37 40732:1308 12 (12) 40938:1102 20 40932:1108 14 40732:1308 12
Test05 423 | 38753:33845 24 {24) 62586:10012 4 39089:33509 5 62513:10085 2
Test06 477 8484:8484 87 (65) 8484:8484 83 8484:8484 82 8477:8491 63

Table 6: Utility of AGGLOM results within two-phase Fiduccia-Mattheyses partitioning. We com-
pare against the results for (i) standard F-M (on flat netlists), (i) random matching-based cluster-
ings, and (iii) RW-ST clusterings, all of which are quoted from {24]. For each benchmark, we use
the same number of clusters k& as was used by Hagen and Kahng in [24] (obtained via [21]). “Cuts”
refers to the number of signal nets cut by the bipartition. Numbers in parentheses for Standard FM
reflect results that are the best over 200 executions of the algorithm, rather than the 20 executions
used in [24].

gave uniformly superior results to KCENTER. Currently, the O{n?) method of [4] for general graphs is
also the most efficient method known for geometric instances. However, we believe that a subquadratic
implementation would he possible using tools from computational geometry. Finally, additional geometric
clustering algorithms hold promise. For example, Delattre and Hansen [12] observe that min-split and
min-diameter seem to be conflicting goals: clusterings that minimize split tend to be long chains, while
algorithms which try to minimize diameter give clusterings which are often poorly separated and unnatural.
Consequently, [12] present an algorithm which generates a family of clusterings that trade off between split

and diameter, allowing the user to pick the result which seems most natural.

In conclusion, we have presented new results showing that by first computing a fast geometric embedding,
marked speedups in k-way netlist partitioning can be achieved. While this is in some sense an “old” idea, we
have introduced basic advances that result in fast k-way partitioning solutions for the two distinct regimes
of £ < n and k = ©(n). These basic advances include: (i) a new “partitioning-specific” net model used
in constructing the Laplacian of the netlist; (ii) the use of fast Lanczos implementations to compute the
d-dimensional geometric embedding efficiently; and (iii) a careful choice of the clustering objective and
the clustering methodology which together afford the best netlist partitions. We believe that the spectral
geometric embedding preserves important graph properties with respect to partitioning and clustering;
moreover, the simplicity of geometric clustering opens the door to many elegant heuristics whose results
can be transferred back to the original netlist graph. Extensive experiments show that our new algorithms

are not only efficient, but also actually improve solution quality over the best previous methods.
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Appendix

We briefly note some intuitions regarding the algorithms which we use to address Formulation 2. Table 7
below compares AGGLOM, Divisive Min-Diameter, and the KCENTER algorithms for 200 random points
in the 10000 x 10000 grid using Euclidean distance. For each &, we give the maximum diameter and error
bound versus a lower bound for the optimal diamter value (this lower bound is given by the distance between
the two closest of the £ + | centers chosen by KCENTER, recall the discussion of section 3.1 above). We
observe that AGGLOM is far superior for large values of k while Divisive Min-Diameter generally does
better for small & (indeed, it is optimal for & = 2). However, the table reveals Divisive Min-Diameter also
can have an undesirable dissection effect [28] for certain values of k, especially for k one less than a power
of two. For example, the algorithm gives an optimal solution for £ = 2, but then to compute a solution
for &£ = 3, it must subdivide one of two relatively equally sized clusters. The result contains one “large”
cluster and two “small” clusters, yielding a poorly balanced partition. From our experiments, this effect
seems strongly apparent for & up through 8(y/n). In general, we see the error increasing from k& = 2/ up
through k& = 29+ — 1 as the clustering becomes progressively more unbalanced, when k is again a power of

two the size balance is restored.
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When we consider the eigenvector-based geometric embeddings, the distribution of points is no longer
uniform as in Table 7, but highly dense with some outliers (see Figure 1). Thus, the dissection effect
becomes magnified as outliers become clustered with members of the dense “middle” cluster for & = 2,
forcing an unnatural solution. For subseqent values of &, the middle cluster has been irrevocably split,
making natural clustering very difficult. We hypothesize that the dissection effect accounts for the poor

performance of the Divisive Min-Diameter in the SKP regime.

AGGLOM Divisive Min-Diam KCENTER
k Max-Diam | Error { Max-Diam | Error | Max-Diam [ Error
2 10791 1.21 10337 1.16 12666 1.42
3 9980 1.25 10137 1.27 10024 1.26
4 7519 1.29 6423 1.11 6837 1.18
5 6366 1.54 6215 1.39 7771 1.74
[} 6239 1.51 6018 1.45 7310 1.76
7 5733 1.45 5786 1.46 6655 1.68
8 5339 1.43 5033 1.35 6075 1.63
9 4922 1.61 4891 1.60 5371 1.76
10 4610 1.59 4769 1.65 5087 1.75
11 4342 1.55 4675 1.67 4719 1.69
12 4119 1.57 4583 1.74 4371 1.66
13 3922 1.65 4460 1.87 4135 1.73
14 3719 1.65 4334 1.92 3954 1.75
15 3556 1.65 4147 1.92 3840 1.78
16 3394 1.64 3327 1.60 3704 1.79
17 3271 1.62 3168 1.57 3603 1.79
18 3143 1.60 3032 1.54 3506 1.78
19 3031 1.58 2954 1.54 3413 1.78
20 2910 1.56 2884 1.54 3302 1.77
21 2808 1.54 2813 1.55 3179 1.75
22 2719 1.54 2765 1.57 3083 1.75
23 2644 1.55 2704 1.59 2952 1.73
24 2549 1.5356 2651 1.61 2856 1.73
25 2485 1.56 2601 1.63 2779 1.74
26 2410 1.55 2555 1.65 2716 1.75
2T 2329 1.55 2508 1.67 2647 1.76
28 2271 1.55 2460 1.68 2575 1.75
29 2212 1.54 2398 1.67 2520 1.76
30 2152 1.53 2342 1.66 2471 1.75
31 2085 1.51 2289 1.66 2418 1.75
32 2029 1.50 2236 1.65 2371 1.75
50 1382 1.38 1683 1.68 1757 1.75
75 916 1.23 i112 1.49 1296 1.74
100 656 1.14 815 1.42 974 1.70
125 478 1.08 392 1.34 711 1.61
150 342 1.04 408 1.24 488 1.49
175 215 1.01 245 1.15 244 1.15

Table 7: Results of algorithms AGGLOM, Divisive Min-Diameter, and KCENTER. for point sets
of size 200 randomly chosen in the Euclidean unit square (average of 100 point sets). Points were
chosen as integers in a 10000 x 10000 grid and the diameter of the largest cluster {rounded to the
nearest integer) is given. An error bound was computed based on the distance between the two
closest of the £ + 1 centers chosen by the KCENTER algorithm. Divisive Min-Diameter generally
vields the best results for SKP while AGGLOM is significantly better for LKP.
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