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1 Background and motivation

The notion of priorities among defeasible sentences has proven necessary for resolving con-
flicting defeasible arguments. Proposals for incorporating these priorities fall into one of
two main approaches: the first, exemplified by prioritized circumscription ([McCarthy, 1986,
Lifschitz, 1988]) and non-normal defaults ( [Etherington and Reiter, 1983]), rely on the user
to input these priorities. The second, exemplified by ¢-semantics ([Pearl, 1988]) and the
preferential logic of [Kraus et al., 1990], derive some of these priorities from the knowledge
base. This advantage of the latter approach stems from attributing a conditional reading
to defeasible sentences: a default ¢ — ¥ stands for “in the most normal situations where @
holds, ¢ should be expected to be true”. This interpretation imposes ordering constraints
on worlds (or states of affairs) which are immediately translated into priorities on defaults.
However, these conditional-based approaches are too “conservative”: desirable conclusions
are often quenched by irrelevant information (e.g., “typically red birds fly” will not follow
from “typically birds fly”).

Formalisms aimed at solving this deficiency have been proposed, based on restricting
the set of admissible models with respect to which conclusions are to be entailed. These in-
clude the rational closure of [Lehmann, 1989], 1-entailment in system-Z |[Pearl, 1990], and the
maximum entropy approach of [Goldszmidt et al., 1990]. These systems, while extending the
power of e-semantics and preferential logic (e.g., sanctioning transitivity or contraposition},
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are also prone to yield undesired conclusions in some cases, and are over-conservative in oth-
ers (see [Goldszmidt and Pearl, 1990b] for limitations of rational closure and l-entailment).
As it is argued in [Geffner, 1989], part of the blame for these weaknesses is the commitment
to a structure in which the worlds are ranked in a total order. In [Geffner, 1989), a partial
order on possible worlds is proposed based on examining the priorities of defaults violated
in these worlds. The priorities themselves are obtained from argument-based considerations:
a single default always gets a higher priority over at least one default in any conflicting ar-
gument. This system achieves the power of prioritized circumscription (in the propositional
case) with the added advantage that priorities are automatically derived from the knowledge
base (see [Geffner, 1989] for details).

This paper shows that the basic scheme of coupling priorities on defaults with preferences
on worlds follows naturally from two probabilistic principles: First, each default imposes a
constraint on the ranking of worlds', forcing worlds that violate the default to attajn a higher
rank (lower probability) than those that confirm the default. Second, the rank of each world
is equal to the sum of the priorities of those defaults violated in that world. The summation
originates with the principle of maximum entropy as shown in [Goldszmidt et al., 1990].
These principles induce two partial orders: One on worlds (called preference) and one on
defaults (called dominance). We show that the plausible conclusions of a given theory, (i.e.,
those that attain higher likelihood than their denial), are precisely those formulas that are
true in all preferred worlds. We believe this formulation provides a probabilistic basis for
both conditional entailment (cd-entailment [Geffner, 1989]) and prioritized circumscription
([Lifschitz, 1988]).

2 Formal description of the proposed system

The basic language will be a closed set £ of well formed propositional formulas built in
the usual way from a finite set of propositional variables and the connectives “~" and “D”
(where “D" denotes material implication). We will use w to denote truth assignments to the
propositional variables in £. The satisfaction of a formula ¢ of £ by a truth assignment w
is defined in the usual way and written w |= .

We extend this language with a new binary connective “—” to construct conditional
sentences of the form ¢ — ¢, where ¢ and ¥ (the antecedent and consequent of the condi-
tional sentence) are formulas from €. A conditional sentence ¥ — 3 1s verified by a truth
assignment w if w = @ Ath. It is falsified by w if w F @A -y and it is satisfied if w = ¢ D 9.

Definition 1 (Admissible structures.) 4 structure S for a set A of defeasible sentences
s a triple (Q, &, 6), where 2 is the set of truth assignments (or possible worlds w) to the
variables in L, & i3 a function from the set A of sentences to the positive set of natural
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numbers, and & is a ranking from § to the set of natural numbers. A structure is said to be
admissible with respect to A, written Sa, iff § and & satisfy the following two conditions:

") = { S ehpin; 685 = )

0 otherwise

(1)

min{x(w) 1w = ¢; A} < min{x(w) :w = @; A i} for every ¢ — i) € A (2)

Eq. 2 enforces the conditional reading of defeasible sentences as constraints on the ranking
of worlds. If we interpret the x-ranking of a world w as the degree of surprise of finding
such world, then each default imposes the constraint that the minimally ranked world which
falsifies the default should be more surprising than the minimally ranked worlds verifying
the default. The priority-function & on defaults can be interpreted as the “cost” of falsifying
these defaults (see Eq. 1).

Definition 2 (Consistency.) A set A is said to be consistent iff there exists at least one
admassible structure for A.

The next theorem establishes the conditions for consistency. Note that these conditions are
the same as the ones required for probabilistic consistency ([Adams, 1975]).

Theorem 1 Let p — ¢ be tolerated by A if there ezists a truth assignment which verifies
¢ — ¥ and satisfies A. Then A 1is consistent iff there exists one tolerated sentence in each
nonempty subset of A.

It follows that the effective procedure developed in [Goldszmidt and Pearl, 1990a] is sufficient
for deciding consistency as defined above.

Let A be a set of defaults representing a knowledge base, and let T be a set of formulas
describing facts about a specific situation. It is natural to proclaim a formula ¢ a plausible
conclusion of (A,T) if, in every admissible structure for A, ¢ is true in all minimally ranked
worlds satisfying I". Formally:

Definition 3 (Plausible conclusion) A formula ¥ is ¢ plausible conclusion of A from a
set of premisses ', written (A, T, iff

min{s(w) :w =T A%} < min{x(w) 1w = T A 2} (3}

holds in all S,.

Definition 4 (Sentence-dominance) ¢ — i dominates o' — ' in the context of A,
written @ — ¢ =4 @' = P, iff (o — ¥) > §(p’ — ') holds in every Sa.



Definition 5 (World-preference) Let Fw] be the set of sentences falsified by w. A world
w 15 preferred to W’ in the contezt of A, written w Ca ', iff Flw] # Flw'] and for every
sentence ¢ — ¢ € Flw] — Fw'] there is a sentence o' — ¥ € Flw'| — Flw| such that
P = — P

Theorem 2 (A, T) iff 1 is true in all the most preferred worlds (according to Cp ) sat-
wsfying T.

3 Remarks

We have formalized a proposal for defeasible reasoning centered on priorities among the de-
feasible sentences. We have shown that these priorities emerge naturally from a conditional
reading of the defeasible information, plus the intuitive notion that the ranking of a world
should be proportional to a weighted account of the defaults violated in that world. The re-
sulting formalism extends the power of previous attempts including ¢-semantics, preferential
logic, rational closure, 1-entailment and maximum entropy, and seems to behave identically
to cd-entailment ({Geffner, 1989]). Its power stems from allowing defaults to attain different
“degrees of strength” in the context of e-semantics and maximum entropy. Thus, instead of
interpreting every default ¢ — v as P(¢¥)|p) > 1 — €, we now write P(Ylp) 21— 521,
permitting the exponent of € to vary from default to default. Entailment is decided with
respect to all possible maximum entropy probability distributions.

We believe this proposal promises to unify three different formalisms: probabilistic in-
terpretation (augmented with maximum entropy), conditional entailment and prioritized
circumscription.
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