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Abstract

Interconnection networks used in large multiprocessors and multicomputers are
composed of small nxn switches. The architecture of these switches is critical for
achieving high-bandwidth low-latency interprocessor communication. Low latency
communication is particularly important for interprocessor traffic generated for devices
that operate under real-time constraints, as well as certain other system activities, such as
exception handling. In order to meet this requirement, it may be necessary to provide
special support for such high-priority traffic in many multiprocessor and multicomputer
systems. We discuss the design of nxn switches that can be used to construct
communication networks which provide low latency communication for high-priority
traffic. We focus on the design of the intemal buffers, specifically on buffers where
storage is statically or dynamically partitioned between nommal traffic and high-priority
traffic, and where packets can be handled in non-FIFQ order. We evaluate alternative
designs and configurations in the context of a multistage interconnection network. Our
simulations show that a slightly modified version of the recently introduced
dynamically-allocated multi-queue buffer can provide superior support for high-priority
traffic, at a relatively low cost.

Index Terms: Communication coprocessors, communication switches, interconnection networks,
multicomputers, multi-stage networks, non-FIFO buffers, real-time systems, VLSI
systems.
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I. Introduction

Efficient interprocessor communication is critical to the ability of multiprocessors and
multicomputers to achieve high performance by exploiting parallelism. The interconnection networks
used for interprocessor communication are designed to achieve the maximum possible throughput
(bandwidth) of data through the network and the minimum latency (delay), using cost-effective
implementations. Most traffic patterns through the network result in contention for the use of network
links. This contention causes the maximum achievable network throughput to be lower than the
theoretical maximum throughput of the network. In addition, unless the network is lightly loaded, the

average communication latency is significantly higher than the minimum possible latency.

For a given traffic pattem, there can be significant variance in the latencies of different packets
through the network. As the network load increases, the variance of packet latencies increases. For large
heavily-loaded networks, some packets may require several times the average latency to reach their

destination.

In many cases it is particularly important to reduce the latency of a subset of the packets in the
system. For example, an input/output device connected to one of the nodes in a multicomputer system
may occasionally need particularly fast communication (high ‘‘burst throughputs’’) with other parts of
the system in order to meet real time constraints. Another example is broadcasting of certain types of
system-wide events, such as the initiation of global system rollback, which may also require preferential
handling by the network. Real-time requirements due to interaction with I/O devices and distributed
exception handling thus lead to the need to support special-purpose high-priority traffic whose maximum

latency is significantly lower than the maximum latency for general traffic.

Small nxna switches (typically, 2 < < 12) are the key component of multistage interconnection
networks used in large multiprocessors[2,7] and of communication coprocessors used in
multicomputers {1, 14,3, 11]. Hence, the performance, reliability, and cost of these small nxn switches
are of critical importance to the success of muitiprocessor and multicomputer systems. Since many of
these nxn switches are needed in a large system, there is strong motivation to implement each switch as a
single VLSI chip. Furthermore, it is desirable 0 develop swiitch architectures that will meet the

performance requirements using a low-cost low-power implementation technology such as CMOS VLSI.

This paper describes the design and implementation of small nxn VLSI communication switches

with special hardware support for high-priority traffic. Each switch receives packets at its input ports and



routes them to its output ports. If only one packet at a time arrives for a given output port, there are no
conflicts, and the packets are routed with the minimum latency. If two packets destined for the same
output port arrive at different input ports of a switch at approximately the same time, only one of them
can be transmitted immediately while the other one must be buffered in the switch for later transmission,
The probability of such conflicts increases with increasing network load (throughput). If some packets
are marked as ‘“‘high-priority,”’ the switch can arbitrate conflicts in favor of these packets. The
requirements from the switch are thus to minimize the latency for high-priority packets while maximizing

total switch throughput.

The research described in this paper is part of the UCLA ComCoBB (Communication Coprocessor
Building-Block) project, whose focus is the design and implementation of a single-chip high-performance
communication coprocessor for VLSI multicomputers. The ComCoBB chip is, in part, a small nxn
switch, and must therefore include an efficient packet buffering scheme with the capabilities to meet the
requirements of high-priority traffic. We have developed a new type of buffer for small nxn switches,
called a dynamically-allocated multi-queue (DAMQ) buffer[13, 6], which provides for significandy
higher throughput than alternative buffer designs. In this paper we show that the DAMQ buffer can be
casily enhanced to support high-priority traffic and provide low-latency transmission for the high-priority
packets despite heavy network traffic. DAMQ buffers are equally useful for use in multicomputer
communication coprocessors as well as in the switches of multistage interconnection networks. The

evaluation of DAMQ buffers in this paper will be in the context of multistage networks.

In the next section we discuss key issues in the design and implementation of nxn switches for
interconnection networks and introduce four alternative switch organizations. We include a brief
description of the DAMQ buffer and its use for normal traffic. In Section III we describe the simulation
environment and system model used to evaluate the performance of different types of switches. As a
reference point for evaluating practical switch architectures, we introduce a theoretical **ideal’” switch
which achieves many of the desirable characteristics of an nxn switch by ignonng the constraints of the
implementation technology. The need for special support for high-priority traffic is demonstrated in
Section I'V. In Section V we present several schemes for providing support for high-priority traffic and
focus on the use of a slightly modified DAMQ buffer. The effectiveness of the various schemes for
supporting high-priority traffic is evaluated using event-driven simulation in the context of a multistage

interconnection network.



II. Switches for Packet-Switching Networks

Buffering of packets in a communication switch is necessary if the succeeding node in the network
is not ready to receive a packet or when there are two or more packets in the switch destined to the same
output port. For high performance, unnecessary blocking should be minimized — the buffers should be
organized in such a way that if there is an available output port and there is a packet destined for that port,
that packet will be transmitted without having to wait for packets that need to be sent through other ports.
In order to efficiently utilize the available communication bandwidth, variable-length packets must be
supported. Otherwise, if the fixed packet size is too large, bandwidth will be wasted by “‘null bytes”
when sending messages smaller than the packet size. If the fixed packet size is too small, bandwidth will
be wasted for packet header information when sending large messages, which would consist of multiple
packets. Efficient buffer storage utilization requires the ability to allocate storage for these variable-

length packets while minimizing internal and external fragmentation [13].

An ideal switch has infinite buffer space and buffers (delays) a packet only as long as the output
port to which the packet is destined is busy. In a real implementation, buffers are finite and have a finite
bandwidth. This can result in conflicts due to attempted simultaneous accesses to shared buffers and in
messages that cannot be received due to lack of buffer space. Packets ready to be transmitted may be
blocked behind packets waiting for their output port to free up, and significant delays may be introduced

by complex memory allocation schemes required to handle variable length packets.

In a previous paper [13] we discussed alternative organizations for the packet buffers in small nxn
switches. The goals were to maximize network throughput and minimize average latency while
providing efficient support for virtual cut-through and minimizing the total size of the packet buffers.
Two key design decisions were considered: (1) the location of the buffers — a central buffer pool, buffers
at the input ports, or buffers at the output ports, and (2) the organization of the buffers — conventional

FIFO buffers versus various types of non-FIFO buffers.

Complete sharing of available storage by all communication ports results in more efficient storage
utilization than static partitioning of the buffer storage between ports. Hence, ideally it would be best to
use central buffers where all the available storage can be dynamically allocated to arriving packets from
any input port. We call a switch that uses such buffers a centrally-buffered, dynamically-allocated

(CBDA) switch. Unfortunately, there are fundamental difficulties in producing an efficient



implementation of a switch with shared central buffers. Specifically, in order to support simultaneous
multiple reads and writes from, say, four input ports and four output ports, the buffer storage will be slow
as well as expensive in terms of chip area. Furthermore, the control must be capable of rapidly (within
one or two clock cycles) allocating memory for multiple variable size packets simultaneously while
minimizing internal and external fragmentation [13]. As discussed in [13], output buffering is undesirable
for similar reasons — the need to storg in the same buffer multiple packets which arrive simultaneously
and are destined for the same output port as well as the problem of efficient storage allocation for

variable-length packets.

The above considerations lead to the choice of buffering at the input ports in order 10 achieve
efficient high performance switch implementations [13]. In most switch designs, the input port buffers
are managed as FIFO (first-in-first-out) queues [5, 15]. The disadvantage of FIFO buffers at the input
ports is that packets may be blocked unnecessarily — a single packet at the head of the queue whose
destination output port is busy can block all other packets in that queue from being transmitted even if
their destination output ports are idle. This unnecessary blocking can severely degrade network
performance, reducing the maximum throughput and increasing average latency of packets through a

network.

The deficiencies of FIFQO buffers motivate the design of buffers which allow handling of packets in
non-FIFO order[10, 8, 13,4]. With appropriate interconnection between input and output ports, packets
destined for an idle output port are not blocked by packets that have arrived earlier at the same input port
and are waiting for an output port that is temporarily busy. We have considered three possible designs of
buffers that support non-FIFO handling of packets: dynamically allocated multi-queue (DAMQ) buffers,
statically allocated multi-queue (SAMQ) buffers, and statically allocated, fully connected (SAFC) buffers
(Figure 1)[13].

With SAMQ and SAFC buffers the storage of each input port buffer of an nxa switch is statically
partitioned into n FIFO queues, one for each output port [10]. The first packet in any one of the n queues
can be accessed regardless of the number of packets in the other queues. Thus, if a packet that is
supposed to be sent from a particular input port is blocked, it may be possible to send another packet from
the same input port destined to a different output port. While only one packet at a time may be sent from

a SAMQ buffer, the SAFC buffer allows multiple packets, destined to different output ports, to be sent
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Figure 1: Altemative practical buffer organizations for communication switches.

simultaneously from a single input port. The cost of the increased capability of the SAFC buffer is a
more complex switch which includes four 4x1 switches instead of the single 4x4 crossbar switch used

with the other buffer types.

The DAMQ buffer is a new type of input buffer that we have developed {13, 6]. In this buffer the
available storage is dynamically partitioned between n FIFO queues, one for each output port. This
dynamic partitioning leads to more effective use of the available storage for variable size packets and for
handling variations in traffic patterns that may temporarily ‘‘skew’’ the required buffering capacity for
different output ports. Multiple queues of packets are maintained within a DAMQ buffer in linked lists.
In order to handle variable size packets, the buffer is partitioned into eight-byte blocks. With our design
for a maximum packet size of 32 bytes, each packet occupies from one to four blocks (the set of blocks

which hold a packet is referred to as that packet’s slot within the buffer). The linked lists of blocks are



managed by dedicated finite state machines (FSMs) [6].

In previous publications [13, 6] we have presented detailed discussions of the advantages of the
DAMQ buffer over FIFO, SAMQ, and SAFC buffers, based on implementation considerations as well as
performance for normal traffic. It was shown that the control of DAMQ buffers is more complex than the
control of simple FIFO buffers [6]. Specifically, there are additional head, tail, and link registers for the
linked lists and larger FSMs are needed. Based on our implementation, the additional circuitry requires
approximately the same area as 32 bytes of storage in the buffer (one packet slot). If the buffer size is
increased, the only changes in the control are additional bits for the head, tail, and link registers, needed
to address a larger number of blocks. Hence, the size of the control is nearly independent of the size of

the buffers.

III. Performance Evaluation of the Packet Switches

In order to evaluate the performance of the different types of communication switches, we have
simulated communication on a 64x64 Omega network [9] constructed from three stages of 4x4 switches.
The network connects sixty-four processors {message senders) to sixty-four memory modules (message
receivers). The minimum delay per stage is called a stage cycle[15]. A stage cycle is the latency of a
packet per stage in an empty network, where there is no contention for buffer space or output ports. Thus,
the smallest latency for a packet across the three-stage network is three stage cycles. The network
operates synchronously, where at the beginning of each stage cycle each sender or switch either sends a
packet or waits for the next stage cycle before sending a packet. All our simulations are for blocking
switches, where a packet is transmitted only if there is a free packet slot in the buffer of the destination

switch.

At the senders, the interval between packet creation follows a geometric distribution. If the buffer
in the switch connected to the sender is full, the packet is queued at the sender and transmission is re-tried
in the next stage cycle. The packet latency we report is measured in stage cycles from the time of packet
creation. The interval to the next packet creation is calculated from the time the current packet lcaves the
sender. The throughput is reported as the fraction of the maximum network throughput that would be
achieved if all the network links were transmitting at all times (this would be possible if there were no
conflicts in any of the switches). The destination of packets is uniformly distributed so packets have an

equal probability of being sent to any one of the possibie sixty-four receivers.



Most simulations were run with each sender generating approximately one thousand packets. In
order to eliminate start-up effects, statistics were gathered only after the first ten percent of the packets
were received. Simulation was terminated once there was one sender that had completed sending its one
thousand packets. In order to verify the validity of the results, for each rate of generating messages at the
sources, multiple runs were performed with different random number seeds. At least three runs were
performed for each data point reported in this paper. The throughput and latency numbers used are the
averages of results from these multiple runs. The throughputs for individual simulation runs were all
within 3% of the throughput numbers reporied. The average latencies reported were within 6% of the

average latencies obtained in simulations.

Simulations were run using four practical switch types: FIFO, SAMQ, SAFC, and DAMQ. In
addition, we have run simulations of networks composed of CBDA swiiches — switches with shared
central buffers. As discussed in Section II, there are fundamental difficulties in implementing CBDA
switches. We include these switches in our evaluation studies not as a practical implementation option
but as hypothetical *‘‘idealized’’ switches whose performance is a yardstick against which the
performance of practical switches can be measured. The idealized CBDA switch maintains in its central
buffer a separate FIFO queue for each output port and can simultaneously receive packets from all input
ports while transmitting packets through all the output ports. In this context it should be noted that an
additional significant implementation problem with shared central buffers is the need for complex flow
control. In our simulations, when there are fewer free buffer slots than inputs ports (so that not all the
input ports can receive packets), the input ports which do not have packets pending for them are blocked
first, and the rest are prioritized according to the length of time the packets had spent in the preceding
switch, In an actual network implementation, the information about pending packets in other switches
would not be available to the switch. However, this is not of concem to us since the CBDA switch is not

being considered as an implementable switch.

Some of the advantages of the DAMQ buffer are demonstrated by the simulation results shown in
Figure 2. This graph shows the average latency versus throughput of networks composed of the five
buffer types with four packet slots per input port and uniform traffic. All five networks were simulated
under a wide range of loads: from lightly loaded (a throughput of 0.10) to saturation, where saturation is
the maximum throughput achievable with each network. The network composed of DAMQ switches was

able to handte significantly higher throughput at lower average latency compared to networks composed
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Figure 2: Average latency vs. throughput. Blocking switches. Four packet slots per
input port (sixteen total buffer slots in the CBDA swiich).

of the three other practical switches. In particular, while the networks composed of FIFO, SAMQ, and
SAFC switches saturate at approximately 0.50 throughput, the network composed of DAMQ switches
could achieve a throughput of 0.71. The theoretical advantages of a central buffer pool are demonstrated

by the superior performance of the network composed of CBDA switches.

We have previously shown that, with 4x4 switches, increasing the size of the FIFO buffers to eight
packet slots results in only a small increase in the maximum throughout that the network can support [13].
In particular, even with eight slot buffers, the maximum throughput in the FIFO network is only 80% of
the maximum throughput of the DAMQ network with four slot buffers[13]. Hence, maximum network
throughput cannot be achieved by simply using larger FIFO buffers; multi-queue buffers, such as DAMQ

buffers, must be used.

IV. The Need for Special Support for High-Priority Traffic

The performance of a network can be characterized by the maximum throughput it can support as
well as the average packet latency. As mentioned earlier, real-time requirements due to interaction with

I/O devices and system-wide exception handling may require that a certain percentage of the traffic will
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receive faster ‘*service’’ than normal traffic. Thus, a third important characteristic of the communication

network is the maximum latency through the network.
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Figure 3: Maximum, 99" percentile, and average packet latency vs. network
throughput. FIFO input port buffers.

The problem of high worst-case latency through a network is demonstrated by the results of
simulations of a 64x64 Omega network composed of switches with FIFO input port buffers. As shown in
Figure 3, the maximum latency through the network may be many times larger than the average latency.
Furthermore, if the buffer size is increased from four packets slots to eight packet slots, the ratio of
maximum latency to average latency is not improved. Hence, increasing the size of the FIFO buffers is

not a solution to the problem of very large worst-case latency through the network.

The simulated maximum latency is a poor measure of ‘‘worst case’’ performance since it is
susceptible to statistical anomalies of the simulation. In particular, the simulated maximum latency is
sensitive to the initial random number seeds and increases as the number of packets transmitted during
the simulation is increased. As a measure of ‘‘worst case’’ performance that is less susceptible to
statistical anomalies of the simulation, we have used the **99" percentile latency’” which is the minimum

of the latencies of the 1% of the packets that received the poorest service (longest latencies) from the
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network. For the 99 percentile latencies, the result from each simulation run is an integer number of
stage cycles. Hence, for low throughputs (and latencies), percentage variations in some 99 percentile
latency results were larger than the percentage variations in average latencies. However, the results of the

simulation runs were either within one stage cycle or 6% of the 99% percentile latencies reported.

As shown in Figure 3, the 99" percentile latency may be more than twice the average latency,
implying that 1% of the traffic will be delayed by more than twice the average network latency (even
when the network is not in saturation). As discussed above, this situation is not improved by increasing
the size of the buffers. As system load (throughput) increases, the average packet latency increases. This
degradation in network performance is much more pronounced with respect to the maximum and 99t
percentile packet latencies (Figure 3). Network performance in terms of average packet latency begins to
significantly deteriorate only when the throughput is increased beyond (.45, for four slot buffers, and
0.50, for eight slot buffers. However, performance as measured by maximum (or 99" percentile) latency

begins to deteriorate with just 0.25 or 0.30 throughput.

Buffer Throughput
Type 0.10 0.20 0.30 0.40 0.50
FIFO 4.75] 8.10 [5.95111.11]7.78]15.03]10.97|23.77|23.48| 45.08
3.14 3.38 3.79 4.65 9.34
SAMQ 5.76| 9.80 |6.75|13.88(9.00|19.79(12.00|26.74 1 17.8839.25
; 3.24 3.58 4,09 4.90 6.57
m i
9 | a | sapc | 5:38110.10(6.73|13.78)8.16|20.06|11.00121.60 14.38(32.83
% | x 3.22 3.50 3.88 4.42 5.28
avg DAMQ 4761 7.76 [5.67110.24|7.00113.74| 8.88 |16.87|11.11|22.27
3.14 3.36 3.68 4.16 491
CBDA | 4391643 |5.00] 8.11 |6.00] 9.60 | 7.00 |11.75 8.00 | 14.40
2.76 3.29 3.50 3.80 4.19

Table I: The 99" percentile, maximum, and average latencies vs. network throughput.
Four slots per input port (sixteen total slots for CBDA switch). Normal uniform
traffic.
We have previously shown([13] that networks composed of DAMQ, SAMQ, or SAFC switches
perform significantly better than networks composed of FIFO switches (Figure 2). As shown in Table I,

these three practical switches as well as the CBDA switch perform better than FIFO switches in terms of
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worst-case packet latency under heavy load (throughput). However, even for these *‘better’” switches the
maximum (and 99™ percentile) latencies are several times larger than their average latency. Even for the
CBDA switch, which attempts to achieve faimess by arbitrating between incoming packets based upon
the amount of time spent in the previous switch, the 99™ percentile latency is double the average latency
at 50% throughput, and the maximum latency is double that. These results indicate that the problem of
large variations in the latency of packets, some of which may be ‘“‘high priority,” cannot be solved by

using different buffer organizations without special support for the high-priority packets.

V. Hardware Support for High-Priority Traffic

As discussed above, support for non-FIFO handling of packets is not sufficient to significantly
reduce the ratio of worst-case to average latencies. In order to obtain better worst-case performance for
critical high-priority traffic, such traffic must be so identified, thus allowing the communication hardware
to give it priority over normal traffic. We assume that the sender of a packet can mark it *‘high-priority™’
by setting a dedicated bit in the packet’s header byte. The goal of the system will thus be 1o continue to
provide low average latency for all traffic while also providing relatively low worst-case latencies 0 a

small percentage of high-priority packets [12].

In our simulations, a smatl percentage (1%, 5%, or 10%) of the packets are randomly marked as

“high priority”’ packets. In addition to collecting measurements of the normal traffic, we collected

measurements of the 99" percentile and average latencies of the high-priority packets versus total
network throughput. The g9t percentile latency in this case is relative to the high priority traffic only.
The success of schemes for supporting high priority packets can be measured by the extent to which the

99" percentile latency of these packets can be kept low, even when the network is heavily loaded.

One way to support high-priority packets is to modify the crossbar arbiter — the controller that
determines which input buffer is connected to which output port. The purpose of such a modification is
to provide preferential arbitration to high-priority packets. Specifically, when determining the crossbar
configuration, the modified arbiter will give priority to those queues which have a high-priority packet at
their head. At each cycle, the arbiter first attempts to connect queues with high-priority packets at their
heads to output ports, and then connects queues with normal packets at their heads to any remaining
available output ports. For the CBDA switch, support for high-priority traffic in the arbiter means that if

multiple packets destined for the same output port arrive simultaneously, the high-priority packets will be
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placed in the queue for that output port ahead of any nommal packets. Furthermore, if the number of
available slots in the buffer of the CBDA switch is less than the number of senders to the switch, senders

with high-priority packets at the head of their queue will be given priority.

Buffer Throughput
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latency in normal switches.

Figure 4: Preferential arbitration for high priority packets. Four slots per input port.
5% high-priority packets. Throughputs shown are total network throughputs.

In order to evaluate the effectiveness of the above scheme we ran simulations of the 64x64 Omega
network where a randomly selected 5% of all the packets generated were marked as high priority.
Figure 4.2 compares the 99% percentile latency and the average latency of the high-priority packets only.
Figure 4.b compares the 99" percentile latency of a network where the switches provide the preferential
arbitration for high-priority traffic to the 99" percentile latency in a network of normal switches. The
results in Figure 4.b indicate that, especially for networks with non-FIFO buffers, the modified switches
improve high-priority performance over a system with no special support. However, as shown in
Figure 4.a, the 99" percentile latencies are still much worse than the average latencies, especially under
high network load. In general, support for high-priority packets in the arbiter is not sufficient since the

high-priority packets often wait in queues behind low-priority packets and receive preferential treatment
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for only the brief time they spend at the heads of queues.

In the previous section we have shown that there is a need for special support for high-priority
packets. In this section, we have already shown that under moderate and high throughputs, even with
preferential arbitration of high-priority packets in the switch, the ggth percentile latencics of these packets
are still several times higher than the average latencies. In the rest of this section we investigate switch
designs that provide better support for high-priority packets. Aliematives designs are presented in the
order of increasing complexity and hardware cost. Subsection A introduces the use of dedicated queues
for high-priority packets within the buffers used for all packets. Multiple dedicated queues for high-
priority packets, one queue per output port, are discussed in Subsection B. Subsection C evaluates the use

of separate dedicated buffers for the high-priority packets.

A. Dedicated Queues for High-Priority Traffic

The SAMQ, SAFC, DAMQ, and CBDA switches achieve low average latencies by employing
separate queues to avoid having packets which are destined for different output ports block each other. A
possible extension of this idea is to use an additional queue at each input port dedicated to high-priority
packets. This should atlow high-priority packets to be routed through the switch as soon as they arrive in
preference to any normal packets waiting to be transmitted out of the same output port. This idea cannot
be applied to a FIFO buffer since it has only a single queue; FIFO switches with the priority arbitration

scheme discussed above are used in the following comparisons.

Implementing a dedicated queue for high-priority packets in the SAMQ and SAFC buffers involves
adding additional storage (at least one packet slot) as well as a slight increase in the complexity of the
arbitration circuitry. Since each queue in a SAMQ or SAFC buffer has at least one packet slot, the
minimum size SAMQ or SAFC buffer in a 4x4 switch with support for high-priority traffic is five packet
slots. On the other hand, adding the dedicated queue to the DAMQ buffer does not require any additional
buffer storage — the available storage is dynamically shared between queues. A few (two or three) more
control registers are needed to manage an additional linked list. In order to present a fair comparison of
the performance of networks with the different buffer types, many of the results presented in this paper
were obtained for a total buffer size of five packet slots per input port. For the CBDA switch, special
queues for high-priority traffic mean that the switch maintains, in its central buffer, a separate FIFO

queue for each priority level at each output port. For each output port, packets are sent from the queue of
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normal packets only if the high-priority queue is empty. Furthermore, if the number of available slots in
the buffer of the CBDA switch is less than the number of senders to the switch, senders with a non-empty

high-priority queue are given priority.
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Figure 5: The impact of a dedicated queue for high-priority packets at cach input port.
Shown are the 99'" percentile latencies of high-priority packets vs. total throughput.
Five slots per input port (a total of twenty slots in the CBDA switch).

We have simulated 64x64 Omega networks constructed out of switches which include a dedicated
queue for the high-priority packets at each input port. The 99" percentile latencies of the high-priority
packets for networks with 1%, 5% and 10% high-priority traffic are shown in Figure 5. For comparison,
the figure also shows the 99" percentile latencies of a network with five-slot DAMQ buffers with no
support for high-priority packets. The DAMQ buffer was chosen since, as shown in Table I, this buffer
results lower 99" percentile latencies than the other practical switches. These simulation results
demonstrate the benefits of dedicated high-priority queues. Networks composed of the three practical
swilches which can support a separate high-priority queue achieved significantly lower 99% percentile
latencies compared to those networks without separate high-priority queues. Funthemore, the g9t
percentile latencies for high-priority packets are lower than the average latencies with switches that do

not have support for high priority traffic (Figure 2).

As we have previously discovered with respect to the average latencies of general network

traffic [13], switches with DAMQ buffers outperform the SAMQ and SAFC switches by achieving lower



-16 -

99™ percentile latencies for high-priority traffic. The DAMQ switch is better at handling high-priority
packets for the same reason it provides lower average latency for normal traffic — while only a fraction
of the buffer space of the SAMQ and SAFC buffers is available to any single packet arriving at an input
port {(one fifth, in this case), the entire buffer is available to packets arriving at the DAMQ switch. Thus,
the DAMQ switch better utilizes the available space, blocks incoming packets less often, is capable of

handling higher throughputs, and delivers packets with lower latencies.
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Figure 6: The 99 percentile latency of high-priority traffic vs. total network

throughput. FIFO, SAMQ, and SAFC buffers with five packet slots per input port,

DAMQ buffers with two, three and four packet slots per input port. 5% high-priority

traffic. Dedicated queues for high-priority packets.

The advantages of the DAMQ buffer are further demonstrated by the results shown in Figure 6. The
99% percentile latencies of a network composed of DAMQ switches with two, three, and four slots are
compared with the 99" percentile latencies for networks composed of FIFO, SAMQ, and SAFC switches
with five slots. The DAMQ switch with only two slots significantly outperforms the FIFO switch with
five slots. The DAMQ switch with three slots outperforms the SAMQ and SAFC switches with five
buffer slots. We have now shown that DAMQ buffers achieve higher performance than other practical
buffers for both normal traffic{13] and high-priority traffic. Thus, for the rest of this paper, DAMQ
buffers with dedicated queues for high-priority traffic, will serve as a benchmark against which

alternative designs will be compared.
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Figure 7: The benefits of increasing levels of support for high-priority traffic. The
average latency for normal traffic and the 99t percentile latency for high-priority
traffic without support, with priority arbitration and with priority queues vs. total
network throughput. DAMQ buffers with five slots per input port. 5% high-priority
traffic.

Figure 7 shows the goth percentile latency of high-priority packets in a DAMQ network with high-
priority queues, with priority arbitration, and with no support for high-priority traffic. The average
latency in a DAMQ network with no high-priority support is also shown. In all cases the buffers have
five packet slots and 5% of the packets are high priority. With dedicated queues for high-priority traffic,
the 99" percentile latency for this traffic is stable at near the minimum network latency for a wide range
of throughputs. With the dedicated queues, at medium and high throughputs, the 99% percentile latency
of the high-priority traffic is actually less than the average latency for normal traffic. An interconnection
network with switches using DAMQ buffers with a high-priority gueue can thus provide low worst-casc

latencies for high priority packets even under network loads approaching saturation.

Figure 8 shows the impact of buffer size on the effectiveness of using dedicated queues for high-
priority traffic with DAMQ buffers. For all buffer sizes, the dedicated queues result in significantly better
performance for the high-priority packets than in a network where there is no special suppornt for such
packets. With very small buffers (two packet slots), even with dedicated queues, the 99% percentile

latency of the high-priority packets increase significantly as the total network throughput increases
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Figure 8: The impact of varying the buffer size on the effectiveness of dedicated queues
for high-priority traffic with DAMQ buffers. For varying total network throughput
we show the average and 99" percentile latencies of normal traffic in a network
without support for high-priority packets. We also show the average and 9gth
percentile latencies for the 5% high priority traffic in a network with dedicated queues
for high-priority packets.
above 0.3. Furthermore, this 99" percentile latency of the high-priority traffic is always higher than the
average latency in a network without the dedicated queues. The reason for this rather poor performance

with two slot buffers is that at most two queues can exist in the buffer at any instant,

The maximum total throughput of the network increases significantly as the buffer size is increased
from two to four slots and then six slots (Figure 8). With the larger buffers, more queues can exist in the
buffer simultaneously and, at any point in time, the probability of a full buffer is lower than with two slot
buffers. Hence, with dedicated queues for high-priority packets, it is much less likely that such a packet
will be blocked due to a full buffer in the next stage. As a result, with four slot and six slot buffers with
dedicated queues for high-priority traffic, the 99" percentile latency of the high-priority packets remains
very low (4 stage cycles) even as the network throughput increases up to 0.6. Furthermore, this ggth
percentile latency of the high-priority traffic is always lower than the average latency in a network

without the dedicated queues.
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B. Muliiple Dedicated Queues for High-Priority Traffic

The previous subsection proposes support for high-priority traffic using, at each input por, a
DAMQ buffer with a separate queue for high-priority packets. For normal traffic, DAMQ buffers achieve
superior performance to FIFO buffers by providing a separate queue at each input port for each output
port [13]. Hence, it should be possible to achieve better performance for high-priority traffic by
providing, at each input port, a dedicated queue for high-priority traffic for each output port, in addition
to the separate queues for normal traffic. With this scheme, for a 4x4 switch, each buffer will contain
eight queues instead of the five queues proposed in the previous subsection. The additional hardware
required by this scheme may be worthwhile for applications where minimizing worst-case latency is
particularly critical. SAMQ and SAFC switches with multiple dedicated queues for high-priority traffic
require even more hardware since additional buffer storage is needed for each additional queue. Since, in
addition, DAMQ switches with high-priority queues have already been shown to achieve superior
performance compared to SAMQ and SAFC switches, only DAMQ switches are considered in this

subsection.
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Figure 9: Five-queue DAMQ switches versus eight-queue DAMQ switches. The ggth
percentile latency of high-priority traffic vs. the total network throughput. Four
packet slots per input port. 5% high-priority traffic.

Figure 9 compares the 99" percentile latencies of the high-priority traffic with eight-queue and
five-queue DAMQ swilches, varying the total throughput and keeping the percentage of high-priority

packets constant at 5%. The performance of a network with CBDA switches is shown as a reference
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point for the level of performance that can be achieved. Under these conditions, the two DAMQ switches
behave almost identically. The reason for this is that multiple queues are beneficial only when there are
more than one packet in the buffer simultaneously. With only 5% high-priority packets it is rare that

more than one high-priority packet is in a buffer at any instant.

In a network constructed from switches that support high-priority traffic, it is useful to know up to
what level {proportion) of high-priority traffic will the separate queues be able to maintain good worst-
case performance, i.e., low 99 percentile latency, for the high priority packets. To answer this question
we have simulated the 64x64 Omega network of four-slot DAMQ buffers under a constant total network
throughput of 50% with varying proportions of high-priority traffic. It should be noted that without
support for high-priority traffic, such a network of DAMQ switches achieves an average latency of 4.9

stage cycles and a 99% percentile latency of 11.1 stage cycles (Table I).
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Figure 10: The impact of varying the percentage of high-priority packets. Shown are
99" percentile latencies and average latencies of high-priority and low-priority traffic
for a fixed total network throughput of 50%. Four packet slots per input port. Five-
queue DAMQ switches, eight-quene DAMQ and CBDA switches.

Figure 10 shows the 99" percentile and average latencies of both the high-priority and low-priority
(normal) traffic for a varying percentage of high-priority traffic. For a low percentage of high-priority
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packets, the five-queue DAMQ buffers perform well, i.c., result in low 99 percentile latency for the high
priority traffic. With up to 18% high priority packets, the 99 percentile latency for such packets is

below the overall average latency for a standard network using switches with DAMQ buffers (Table I).

The average latencies and 99" percentile latencies of the low priority packets (Figure 10) indicate
that, for low percentages of high-priority packets, the support for high-priority traffic has little impact on
network performance with respect to nommal traffic. Specifically, as the percentage of high-priority
traffic varies from 0 to 10%, the change in average latency of the low priority traffic is negligible. For
5% high-priority packets the increase in the 99" percentile latency of low-priority packets is only 4%,

while for 10% high-priority packet the increase is 8%.

As the proportion of high-priority packets increases beyond 75%, the 99 percentile latency of a
network with the five-queue DAMQ buffers is larger than 11.1 stage cycles, i.e., larger than the 99*
percentile latency for the network composed of switches without support for high-priority traffic
(Table I). The reason for this behavior is that the DAMQ switch has four queues at each input port for
normal traffic, but only a single queue for high-priority traffic. Hence, with respect to high-priority
traffic, the DAMQ switch with a high-priority queue performs as a FIFO switch. As shown in Figure 3.a,
at a throughput of 0.37, the 99 percentile latency of a network with FIFO switches is 10 stage cycles.
With the network of DAMQ switches with high priority queues, 0.50 network throughput with 75% high
priority traffic, the absolute throughput of high priority traffic is 0.375. Since part of each input buffer is
occupied by normal packets, it is not surprising that the high priority traffic receives worse ‘‘service’’

(higher 99" percentile latency) than the packets in the FIFO network with a throughput of 0.37.

Figure 10 shows that when more than 50% of the packets are high-priority, the eight-queue DAMQ
switch performs significantly better than the five-queue DAMQ buffer, maintaining a relatively low ggth
percentile latency for the high-priority traffic. Furthermore, the improved performance with respect to
high-priority packets does not come at the expense of the performance for low-priority packets. If the
high-priority traffic is less than 50% of the total network load, there are no benefits to using the eight-
queue DAMQ buffers. Eight-queue DAMQ buffers should be considered only if the majority of the
packets are high priority. In this latter case, a better solution might be to use five-queue DAMQ buffers

with a single queue dedicated to the low-priority traffic and four queues dedicated to high-prority traffic.



-22.

C. Dedicated Buffers for High-Priority Traffic

In the previous two subsections we have considered the use of one or more dedicated queues for
high-priority packets and demonstrated the advantages of using DAMQ buffers that include such queues.
With the DAMQ buffers, the normal packets and high-priority packets share the available buffer storage,
even though they are organized in separate queues. Another design option for supporting high-priority
traffic is the use of two independent buffers at each input port — one for normal packets and one for
high-priority packets. Examples of such a scheme include the use of an n slot DAMQ buffer for normat
packets together with an m slot FIFO buffer for high-priority packets, or an n slot DAMQ buffer for
normal packets with an m slot DAMQ buffer for high-priority packets. The motivation for such a scheme
is to isolate the high-priority buffering from the normal packet buffering. This is done to prevent a
situation where a high-priority packet cannot be forwarded to the next stage due to a full buffer
containing some normal packets. As with high-priority queues, for a synchronous network (Section III),
the high-priority traffic does not compete for link bandwidth with the low-priority traffic since, whenever
there is a conflict, the high-priority traffic is always given priority over the low-priority traffic. Thus,
with dedicated buffers for high-priority traffic, network performance with respect to such traffic will be

independent of low priority traffic.

We have evaluated schemes for using dedicated buffers for high-priority packets by comparing their
performance, with respect to high-priority traffic, to the performance of a network of DAMQ switches

where the buffer storage is shared between the high-priority traffic and the normal traffic

(Subsection V.A), For varying percentage of high-priority traffic, the comparisons were done for a fixed
total network throughput of 50% (at which, as shown in Figure 2, a network of switches with four-slot
FIFO buffers is already in saturation). We have previously shown that the five-queue DAMQ buffer with
the dedicated high-priority queue provides good support at a low implementation cost for high-priority
traffic. At 50% total network throughput, the network composed of switches using these buffers is quite
heavily loaded, so contention for buffer storage between the high-priority and low-priority traffic might
be expected. Hence, this network serves as a good benchmark, relative to which dedicated buffer

schemes can be compared.

We have considered several input port organizations based on a four-slot four-queue DAMQ buffer

for normal packets and a dedicated buffer for high-priority packets. DAMQ buffers for normal packets
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are assumed since they have been shown to have significant performance bencfits for normal traffic [13].
In choosing the buffer for high-priority traffic, we must consider the hardware cost for additional storage
and control, as well as performance. Single-slot FIFO buffers are a low-cost choice for the dedicated
high-priority buffers. Multi-slot high-priority buffers can improve the performance of dedicated high-
priority buffer schemes, but require more hardware. In particular, we have considered the use of

dedicated two-slot FIFO buffers and two-slot DAMQ buffers for high-priority traffic.
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Figure 11: The impact of dedicated buffers for high-priority packets. The 99"
percentile latency of high-priority and of normal packets versus the percentage of
high-priority traffic. The total network throughput is 0.5. The shared buffers are
five-queue DAMQ buffers with four, five, and six packet slots. The switches with
dedicated buffers for high-priority traffic consists of four-queue four packet slot
buffers for normal traffic and either a one slot FIFO, a two slot FIFO, or a two slot
DAMCQ buffer for high-priority traffic.

Figure 11 shows the performance of networks with the dedicated high-priority buffer schemes
described ahove as well as the performance of networks with DAMQ buffers which include dedicated
queues for high-priority traffic but where storage is shared by all traffic. The simulation results presented
are for a fixed total network throughput of 50%. For varying percentage of high-priority traffic,

Figure 11.a shows the 99™ percentile latency of high-priority packets, while Figure 11.b shows the 99t

percentile latency of normal packets. Since none of the three shared DAMQ buffers is in its saturation
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region, they all result in identical performance. With a one slot dedicated buffer, handling of high-
priority packets is poor, despite using more total buffer space than the shared four-siot DAMQ buffers.
Performance with respect to the normal packets is identical with all the schemes for the proportion of

high-priority packets of interest (under 30%).

At a low percentage of high-priority traffic (under 30%), the shared DAMQ buffers deliver equal
performance to the performance of the two slot dedicated buffer schemes, despite the fact that the shared
buffers are also supporting the total network throughput of 0.5. Since DAMQ buffers are already used to
achieve high performance for nomal traffic, very little additional hardware is required to support
dedicated queues. Dedicated two-slot buffers require significantly more hardware for both storage and
control. In addition, the two buffers schemes are less likely to adapt well to a variety of conditions (such
as very high throughput with no high-priority packets) due to the static partitioning of the available
storage. Thus, dedicated buffers for high-priority traffic should be considered only if there is some reason
why DAMQ buffers cannot be used. Under these conditions, it is useful to know that similar

performance, with respect to high-priority traffic, can be achieved using this alternative approach.

VL. Summary and Conclusions

In order to use large multiprocessors and multicomputers for real-time applications, it must be
possible to guarantee, with a high degree of confidence, that high-priority traffic can be transmitted
through the network with low specified latency. With conventional interconnection networks used in
multiprocessors and multicomputers, the worst-case latency of traffic through the network can increase
dramatically as the load on the network increases. This may prevent the use of these interconnection
networks for critical real-time applications or force their use with very low utilization (and thus high

cost/performance ratio) in order to guarantee low maximum latency.

For interconnection networks composed of small nxn switches, we have shown that simply
increasing the size of conventional buffers in the switches does not result in improved performance for
high priority packets. There is thus a fundamental need for new buffer organizations which support
high-priority packets. We have developed a technique for efficiently supporting high-priority traffic,
while maintaining good performance for normal traffic. Our scheme is based on a small modification of
the dynamically allocated multi-queue (DAMQ) buffer{13]. This buffer provides high performance for

normal traffic due to its ability to forward packets in non-FIFO order and handle variable-length packets.
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The DAMQ buffer is amenable to efficient VLSI implementation [6] and provides higher saturation
throughput and lower average latencies than several common buffer organizations. The modifications to
the DAMQ buffer in order to support high-priority traffic involve a few additional control registers and
somewhat more complex arbitration of the crossbar switch. Overall these modifications are expected to

require only a small percentage increase in total buffer area.

We have evaluated alternative approaches to providing support for high-priority packets in nxn
switches. This evaluation was based on implementation complexity and simulation studies of a
multistage interconnection network transmitting packets with two levels of priority. Our simulations
have demonstrated five key points. 1) In a conventional network with a single priority level for all
packets, worst-case latency for packets can be several times higher than average latency. Hence, there is
a need to identify and provide preferential treatment to those packets for which fast scrvice is particularly
important. 2) Using the priority of packets as the determining factor in arbitrating contention within each
switch does not provide sufficient support for high-priority traffic. Such arbitration does not reduce the
99" percentile latency of the high-priority packets to the level of average normal packet latency, even
under moderate network load. 3) As long as the proportion of high-priority traffic is low, dedicated
queucs for high priority traffic reduce the 99 percentile latency of the high-priority packets to the level
of the average latency for nommal traffic under a wide range of network throughputs. 4) When the
proportion of high-priority traffic is large and the network is heavily loaded, multiple dedicated queues
for high-priority traffic can reduce the 99 percentile latency relative to the single dedicated queue
approach. However, this performance advantage is marginal and the associated implementation cost is
very high. 5) Dedicated buffers for the high-priority traffic can provide the same performance advantage
as dedicated queues in shared DAMQ buffers. However, since DAMQ buffers are needed to maximize
performance for normal traffic, the implementation cost for dedicated buffers is much higher than the cost

of adding dedicated queues to DAMQ buffers. Hence, there is no reason to use dedicated buffers.

Our results indicate that the DAMQ buffer with a single dedicated queue for high-priority packets
provides support for high-priority traffic which is superior to the support provided by alternate switch
designs based on a dedicated high-priority queue. This resulting network performance, with respect to
high-priority traffic, is very close to the performance of a network based on ‘‘ideal’’ switches for which a
practical implementation is not feasible. Hence, given the low hardware overhead of the scheme based on

a DAMQ buffer with a single high-priority queue, it is clearly the preferable option.
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