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ABSTRACT OF THE DISSERTATION

An Intelligent Tutoring System for Graphic Mapping Strategies
by

Richard Gordon Feifer
Doctor of Philosophy in Education
University of California, Los Angeles, 1989
Professor Eva L. Baker, Co-Chair
Professor Michael G. Dyer, Co-Chair

ABSTRACT

This dissertation presents a cognitive model for the task of graphic mapping. Graphic
mapping is a learning strategy that has been shown to improve a learner's
comprehension and retention of new material. The cognitive model is implemented in
an intelligent tutoring system, Sherlock, intended to train people to use graphic
mapping strategies.

A graphic map is a simplified knowledge representation that the learner constructs in
order to learn new material. Constructing a graphic map involves making links, which
represent relationships, between icons, which represent concepts. Each link the learner
makes is evaluated according to Sherlock's knowledge of graphic mapping and of the
material being represented. If the link is wrong, then Sherlock attempts to diagnose the
source of the learner's misunderstanding,

Three knowledge sources are modelled in order to understand a leamer's constructions
in a graphic map:

1. The leamer's strategy for constructing a graphic map.
2. The learner’s current understanding of the content of the text.
3. The learner's interpretation of icons on the screen.

The learner's knowiedge of the text is represented in a localist spreading activation
network. The strategy for constructing a graphic map is represented in a production
system that uses activation patterns in the network to determine what type of graphic
map link is appropriate between any two icons.

In a limited evaluation of Sherlock's diagnostic model, Sherlock was able to correctly
determine if a learner's links was right or wrong 96% of the time. When the learner
was wrong Sherlock was able to diagnose the cause of the misunderstanding 56% of
the time.






Chapter 1

Overview

1.0. INTRODUCTION

In this dissertation I examine the problem of teaching people to use a learning strategy
called graphic mapping. In graphic mapping the learner is taught a simplified
knowledge representation scheme. The learner then uses this scheme to pictorially
represent textual material. Figure 1.1 contains a sample graphic map construction.

Bird

Wing

Robin

Figure 1.1: A Graphic Map

Researchers have shown that comprehension of text can be enhanced by having the
learner construct a graphic map representing the text (Dansereau, 1978; Dansereau,
Collins, McDonald, Holley, Garland, Diekhoff & Evans, 1979a,b; Anderson, 1979:
Novack, Gowin & Johnson, 1983).



I present a cognitive model for the process of building a graphic map. This model is
implemented in Sherlock, an intelligent tutoring system which is intended to teach
people how to build graphic maps.

Learning to construct a graphic map requires individual feedback. Automated
instruction is the most reasonable means of providing this feedback. However,
conventional computer-assisted approaches to providing feedback for the graphic
mapping task have been unsuccessfull. An intelligent tutoring system can provide
automatic individual feedback by inferring the underlying cognitive structures that lead
to a graphic map.

Intelligent tutoring systems have been developed which attempt to model a learner's

declarative? knowledge or a learner's procedural knowledge, but not both. There are
two reasons previous systems have not modeled both kinds of knowledge:

1. Previous tutoring systems have been developed in domains which are
either predominantly declarative such as geography (Carbonell, 1970) or
predominantly procedural such as programming (Anderson, Boyle &
Reiser, 1984; Johnson & Soloway, 1983);

2. Tracking the interaction of both types of knowledge is a complicated
task.

Sherlock models the acquisition of both procedural and conceptual knowledge in an
integrated manner (Feifer, Dyer, & Baker; 1988). There are two motivations for
modelling both kinds of knowledge in Sherlock:

1. It is essential for the domain of graphic mapping;
2. It would be beneficial in any domain.

Neither kind of knowledge seems to predominate in graphic mapping. The decisions
that a learner makes in constructing a map appear to be equally dependent on both the
learner's strategy for building a graphic map (procedural) and the learner's
understanding of the text (declarative).

Even domains which seem to rely predominantly on one kind of knowledge involve, to
at least some extent, both kinds of knowledge. Programming, for example, requires a
knowledge of the syntax and commands of a computer language (declarative) in
addition to a knowledge of how to build a program in that language (procedural).

The weakness inherent in modeling only one kind of knowledge can best be seen in an
example. Imagine a tutoring system that models a learner's goals and plans. At a given
moment this system has determined that the leamner should be using the following plan:

The probiems invoived in teaching someone to build a graphic map are discussed in 1.1.4.

2When the terms procedural and declarative are used in this dissertation they will not refer to how the
knowledge is represented in the computer. Rather they will refer to the distinction made by education
researchers between the types of knowledge a learner is trying to acquire. Declarative will refer to the
Ieamning of facts and relationships. Procedural will refer to the learning of how to perform a task.



IF Xis true
THEN doyY

If the learner does not do Y, then the plan-based tutoring system assumes that the
learner does not know this plan. But there are other possible reasons. One possibility
is that the learner does not know that X is true.

Thus, a tutoring system able to model the acquisition of both kinds of knowledge can
more completely model the acquisition of knowledge in any domain3,

1.1. GRAPHIC MAPPING

1.1.1. LEARNING STRATEGY RESEARCH

Learning strategy research begins with the question, "Why are successful learners
successful?” According to learning strategy research, one of the things that separates
successful learners from unsuccessful learners, is the possession and execution of
specific strategies to help in the acquisition and application of new knowledge.
Successful learners are posited to have these strategies and use them; unsuccessful
learners are thought to lack them. One problem is that these strategies are automatic for
successful learners, and thus it is difficult to identify and verify them.

The goal of learning strategy research is to define these strategies and then teach them to
less successful learners. Graphic mapping is one such swategy; it is based on a strategy
developed at Texas Christian University called Networking (Holley & Dansereau,
1984a).

1.1.2. THEORETICAL FOUNDATIONS

There has been some previous work in describing the cognitive processes used in
graphic mapping (Breuker, 1984; Goetz, 1984). However, these efforts discuss
general attributes, and provide insufficient detail to provide a cognitive model that can
be implemented in a computer. The work of these researchers does, however, provide
a theoretical basis for the use of graphic mapping to enhance learning. Based on this
research there are six reasons that the construction of a graphic map may facilitate the
learning of textual material:

1. Graphic mapping forces the learner to make relationships explicit.
There is a great deal of information in any text which is only implicitly

3A complete tutoring system must be able to both model knowledge acquisition and provide
remediation based on that model. This dissertation will deal mainly with the problem of knowledge
acquisition leaving remediation for future work.



stated. In order to represent the text, the learner must make this
information explicit.

2, Graphic mapping forces the learner to re-organize the concepts,
facilitating integration into his existing knowledge structures.
According to the generative model of learning (Wittrock, Marks &
Doctorow, 1975), learning takes place only when the learner actively
processes information to fit his existing knowledge.

3. Graphic mapping adds a pictorial leamning component to textual
learning. Research has shown that learning is enhanced when material
is presented in both a visual and a verbal component (Paivio, 1971).

4. Graphic mapping provides external memory to reduce cognitive
overhead. Thus graphic mapping can simplify text understanding as a
pencil and paper can simplify arithmetic (Breuker, 1984).

5. Graphic mapping provides a mnemonic aid. The graphic map provides
an image which can later be used to facilitate retrieval of information
(Bower, 1970).

1.1.3. EMPIRICAL EVIDENCE

Most studies designed to measure the effectiveness of a learning strategy take the form
illustrated in Figure 1.2.

Expsrimental Control
Group Group
training in

learning strateqy

¥
givan given
text text
¥ y
use graphic use any/aiternate
mapping to strategy to study
study text the text
L L
comprehension comprehension
measures measures

Figure 1.2: Typical Design for Leaming Strategy Study

The experimental group is trained to use the particular learning strategy. The
experimental and control groups are then given a text to read and study. The
experimental group is told to use the learning strategy which they have just studied.
Depending on the study, the control group is either told to use their own study
technique, or some alternate technique which they have been taught. Both groups are
given equal time for reading and studying.



Tests are then used to measure the comprehension and retention of the text material in
each of the groups.

A number of studies have demonstrated that graphic mapping learning strategies
enhance a learner’s ability to remember and understand new material (Dansereau, 1978;
Dansereau, Collins, McDonaid, Holley, Garland, Diekhoff & Evans, 1979a;
Anderson, 1979; Novak, Gowin & Johnson, 1983).

Some studies, however, have shown no significant improvement for groups using
graphic mapping learning strategies (Long, 1976; Camstra, 1979). The lack of
improvement has usually been attributed to either the representation strategy used or the
quality of training. Long (1976) found that having too few (3) link types or too many
(13) link types resulted in no improvement. Long also attributed poor results to
training problems.

Camstra (1979) compared two different training approaches for the same graphic
mapping type learning strategy. One group (12 subjects) learned the strategy in a
supervised training program. The second group (11 subjects) taught themselves using
specially prepared training materials. Eleven of the 12 subjects in the supervised group
successfully learned to apply the strategy. Only 3 of the 11 subjects in the
unsupervised group were able to use the strategy. After several studies with similar
results, Camstra concluded that sufficient practice with feedback is essential to
effectively train someone to use a graphic mapping type learning strategy (Camstra &
Bruggen, 1984).

1.1.4. PROBLEMS

Training is an important issue in ail learning strategy research. Even if a strategy is
potentially effective, it is useless if a learner cannot be trained to use it. Graphic
mapping is particularly difficult because it involves teaching the learner to represent
knowledge. Learning to represent knowledge has proven difficult for graduate students
in artificial intelligence. It is not surprising, then, that teaching unsuccessful learners to
produce even simplified knowledge representations is difficult.

Practice with feedback is crucial to effective training in graphic mapping strategies. But
it is impractical to provide supervised training with individual feedback in most
educational settings. Researchers have attempted two approaches to providing
feedback:

1. demonstrating correct strategy usage to groups (Holley & Dansereau,
1984b);
2. evaluating a learner's graphic map with an "automatic scoring

procedure” (Bruggen, 1981; Camstra, 1979).

Demonstrating the correct strategy can be accomplished by providing the learner with a
finished "expert" map to compare with his own. The problem with this approach is that
it is difficult for the novice to decide whether differences between his map and the
"expert” map are due to individual interpretations or errors.

An automatic scoring procedure for graphic maps would not only aid training, but
would help establish whether subjects have mastered a learning strategy when testing



the effectiveness of that learning strategy. No previous attempt at an automatic scoring
procedure has been successful (Camstra & Bruggen, 1984). This is due to two factors:

1. Each graphic map is highly individual;
2. The notation used in most graphic map learning strategies is ambiguous.

An intelligent tutoring system designed to train people to construct graphic maps must
incorporate some form of automatic scoring procedure. Thus Sherlock must account
for these two factors. Due to the individual nature of graphic maps, constructions
cannot be evaluated by comparison to some list of correct constructions. Sherlock uses
a knowledge-based approach to the problem. Constructions are evaluated by
determining whether a model of the processes involved in building & graphic map can
account for the construction.

1.2, SHERLOCK ENVIRONMENT

The Sherlock tutoring environment provides the learner with three components: (a) a
text to be represented pictorially, (b) a screen containing icons* representing concepts

within the text, and (c) a set of gm-links® which the learner can use to connect the
icons.

1.2.1. THE COMPONENTS

Sherlock has been programmed to facilitate learning of the text in Figure 1.3. This text
is excerpted from an introductory business law text book and describes consideration
and its place in a contract.

A contract 1s usually an agreement in which, 1n effect, one party says to
another, "If you do this for me, I shall do that for you." The thing which one
person asks another to do in return for a promise is the consideration.
Consideration may be the giving of another promise, or it may be an act.
Consideration may also consist of forbearance, that is, refraining from doing
what one has a right to do.

Consideration must: (a) be lawful, and (b) require conduct that is not already
required by law, or must prohibit conduct which is not already prohibited by
law. If the consideration is a promise, the promise must also (c) be definite.
(Fisk & Mietus, 1977)6

Figure 1.3: Consideration Text

4] use the term icon to refer to a box containing text that the learner can use to represent a conceptual
entity.

5To avoid confusion between the graphic map that the leammer constructs and Sherlock's internal
knowledge representation, links used in a graphic map will be referred to as gm-links.

SThis is an edited version of text from an introductory business law textbook.




IS-A gm-link between the two

?

concept
icons.

black

the same concept as the contsnt

of the icon being pointed to.

Part (of) Link Koy Words

) . . is a part of
The oomo.nt in a lower |Icon is part is a segment of
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Figure 1.4: GM-Links



A portion of the screen icons are pictured in Figure 1.5.

(

lawful

contract

promise

forbearance

agreement

\-

consideration

] )

party 1 act

promises

J

Figure 1.5:

1.2.2, MAKING GM-LINKS

Opening Screen’

Sherlock provides the learner with the capacity to move icons, copy icons, link them
together, and remove links. To link two icons together, the learner takes the following

steps:

1. The learner uses the mouse to
move the two icons to the same area
of the screen (Figure 1.6). Moving
the icons together is not mandatory,
but helps keep the graphic map from
getting tangled.

-

bird

robin

~N

J/

Figure 1.6: Making a gm-link - Step 1

TWhenever a figure illustrates elements of a graphic map, its frame will have rounded corners to
indicate that it is something which the learner would see on the computer screen.



2. The learner uses the mouse to ( ™\
indicate, by clicking on it, the icon he

wants the gm-link to come from bird
(Figure 1.7).

\_ J
Figure 1.7: Making a gm-link - Step 2
3, The learner then clicks on the ( \

icon he wants the gm-link to g0 to

(Figure 1.8). -
\

Figure 1.8: Making a gm-link - Step 3

4. Sherlock presents a prompt asking the learner to choose a gm-link type.

The learner chooses a gm-link type by clicking on the desired type in a
menu (Figure 1.9).

ﬁhoose a type of link to go \

from robin
to bird

__part |
is-a
eads
equiv
ro

) not

Figure 1.9: Making a gm-link - Step 4




5. Sherlock constructs the 4 ™\
desired gm-link between the two
icons (Figure 1.10). bird

robin

_/
Figure 1.10: Making a gm-link - Step 5

1.3. SHERLOCK'S INPUT AND OUTPUT

Once the learner has made a gm-link, Sherlock tries to evaluate the gm-link and then
provide meaningful feedback. What follows are excerpts of transcripts from actual
interactions between learners and Sherlock (the complete transcripts are included in
Appendix C). The text in parentheses are descriptions of the interactions and the
figures that illustrate the content of the screen at each point in the interaction. All other
text are comments made by the learner.

1.3.1. JANEY

(In the first excerpt a subject named Janey makes two attempts to link the icons
"consideration act” and “legal act.”)

1.3.1.1. FIRST ATTEMPT

[ was first looking at these icons here (Figure 1.11); instead I am going to look at the

links (the list of link types) to try and link something together from these different links
[ have to choose from.

8 )

consideration legal
act act

Figure 1.11: Janey - 1

10



Now they are equivalent according to this. So I am going to use an equivalent link

(Figure 1.12),

-

-

consideration

act XM act

\

legal

J

According to this paragraph a consideration act

Figure 1.12: Janey - 2 -

act. So I am going to link them as equivalents because

s a lawful act. So a lawful actisa legal

they are both legal acts.

(Sherlock requests information regarding her reasons for making the link by presenting
her with the menu shown in Figure 1.13)

(The likalihood of a lsgal act being & consideration act s squal 1o the reverse

Every legal adt is a consideration act

Every consideration act is & jogai act

wumandoonsldorlﬂcnuﬁm-rtmmumumun

mlim&wdlmmbdwammmulumnwmmm

logal act s ancther name for consideration

act

nlonotnlknrylhdal-gdluhnmmnbnld

DONE

ABORT

-

consideration

act =—ERIIg—>] act /

legal

Figure 1.13: Janey - 3

In general I wouldn't say that a "consideration act” isa
(the text) is telling me that it is. So I am answering

material here? Yes.

11

"legal act". In general. But this
these questions in regard to the



(She chooses "Every consideration act is a legal act” and

act is a consideration act,” Figure 1.14)

/EE—

The likeiihcod of a mgal act being a consideration act ls squai to the reverse

Every legal act is 4 consideration aat

logal act and consideration act refer 1o the same concept

Tha likallhood of & lgal act being a consideration act is not equal 1o the revens

"It is not as likely that a legal

legal act is another name for consideration act

VONE

ABORT

legal
act

- consideration
\ act [

/

Figure 1.14: Janey - 4

(Sherlock provides her with the plan feedback shown in Figure 1.15)

-

i\f'ou used the plan:

evaryxisay

tt is not as likely that ay is a x
then

make an EQUIV link from x to y
that is not a good plan

\-

consideration
at [ <t

\

legal

/

Figure 1.15: Janey - 5
Sounds like algebra, and I am just terrible at algebra.

I guess that is what ... I used, but it doesn't really make good sense. That is the plan I
used, but it doesn't seem like it is a very good plan or that it is going to be equivalent.

12



(Sherlock provides the comment shown in Figure 1.16)

a ~

At times like this | would make an IS-A link.

consideration

legal
act

act

e )

Figure 1.16: Janey - 6

It means where I made the equivalent link? Huh, Ley's check that out.

(In Figure 1,17 Sherlock asks her if she would like to remove the link. She answers
"YES", In Figure 1.18 the link is removed.)

( YES \
Would you iike to remove the link? Ig

consideration legai
act act

Figure 1.17: aney - 7
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consideration
act

\—

legal
act

/

Figure 1.18: Janey - 8

1.3.1.2. SECOND ATTEMPT

So, "legal act" well... "consideration act” would be... would be a subset of a "legal
act”, or vice versa. Or do I have to decide that? 1 guess I have to decide that. Huh,
OK. T would say that a... Well, according to this a "consideration act" is a type of a

"legal act". So I am going to connect "consideration act” (Figure 1.19).

-

consideration
act

-

legal
act

N\

J

Figure 1.19: Janey - 9

Well according to this a “"consideration act" is a "legal act”. It is one type, it is a type of
a "legal act”. Soit's'got to be legal. So... it's some type, or kind of "legal act".

14



(Sherlock provides the feedback shown in Figure 1.20)

7 ™

Very good, that is what | would have done.

consideration - ) 'egal
act

act

e %

Figure 1.20: Janey - 10

1.3.2. JENNIFER

(In the second excerpt a subject named Jennifer attemnpts to represent the relationship
between "contract" and "party] promises to do something for party2.")

1.3.2.1, FIRST ATTEMPT

This is an example of a contract (Figure 1.21).

4 )

Contract

Party1 promises
to do something
for Party2

\_ Y,

Figure 1.21: Jennifer - 1

(She makes an IS-A gm-link between them, Figure 1.22)
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Contract

Party1 promises
to do something
for Party2

- J

Figure 1.22: Jennifer - 2

(Sherlock asks her to indicate her reasons for making the gm-link, Figure 1.23)

/ Every party promise is a contract \

it i not as likely that a contract is a party promise
A party promise might be a contract
Itis not as likely that a party promise is a contract
Every contract is a party promise
A party promise is a portion of something
A contract usually has a party promise

DONE
ABORT
Partyt promises
to do something
for Party2 /

Figure 1.23: Jennifer - 3
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(She chooses two of the possible reasons, Figure 1.24)

/ ou do
Eve romise is a contract \

It is not as likely that a contract is a omise

Itis not as likely that a party promise is a contract

A party promise is a portion of something
A contract usually has a party promise

DONE X
ABORT
Partyt promises

o do something
\ for Party2

Figure 1.24: Jennifer - 4

It's probably going to tell me that it thinks it (the link) is wrong. It could be an
equivalent too because of what the paper says. It could also be equivalent.

(Sherlock gives her feedback on the \
plan, Figure 1.25) You seem to have used the plan:
i
Yeah. It is the plan I used. Yeah, it avary Yis an X
should recognize this plan. No, I X mightbe a Y
guess I don't think it's a good plan. then
make an isa Iin!( from X1othe Y.
Because IS-A kinda means that A is B I do not recognize that plan.
and B is A and if (they might be),

then it's not always.

Party1 promises
to do something
for Party2

/

Figure 1.25: Jenntfer - 5
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(Sherlock gives her feedback on the facts, Figure 1.26)

mre you aware that \

a contract usually has a party promise
“{ A party promise is a portion of something.
Would this change your choice of link?

Party1 promises
to do something

L for Party2 | j

Figure 1.26: Jennifer - 6

Yes I was aware of that. Oh, it's probably a portion of the contract.
I didn't think like that.

(Sherlock asks if she would like to remove the gm-link, Figure 1.27)

YES \

Would you like to remove the link? NO

Party1 promises
to do something
for Party2

. )

Figure 1.27: Jennifer - 7

Yes.
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Party1 promises
to do something

for Party2

\

J/

Figure 1.28: Jenniter - 8

1.3.2.2. SECOND ATTEMPT (

I might try the "leadsto” (link).
Party] promising to do something for
party2 leads to the contract (Figure
1.29),

Party1 promises
to do something
for Party2

\—

—

J

Figure 1.29: Tennifer - 9

(Sherlock provides feedback on the
LEADS gm-link, Figure 1.30) (

that is OK.

So I'm kind of right.

\—

o

Party1 promisas
to do somathing
for Party2

Figure 1.30: Jennifer - 10
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1.4. SHERLOCK'S TUTORING STRATEGY

To provide the type of feedback shown in the preceding excerpts Sherlock follows the
strategies illustrated by the flow chart in Figure 1.31,

determine the relationship
between the concepts

. feedback:
link ok/good

was
plan
ound

g n
classify
plan

use alternate ask the learnar
icon interpretation for reasons

pick the best
interpretations feadback:

plan not recognized ]

teedback:
plan not good

feedback: feedback:
wrong facts | [ missing facts

Figure 1.31: Flow Chart of Sherlock's Tutoring Strategies

Beginning at the top of Figure 1.31, Sherlock determines the relationship between the
two icons that the learner just linked. Sherlock then determines whether it knows any
plans that say in effect "If two icons have this relationship, then make the gm-link
which the learner just made.” If such a plan exists ("rule for link?"), Sherlock will tell
the learner that the plan is either good or OK, depending on how strong Sherlock
believes that plan to be. If a plan which would justify the gm-link (the learner just
made) does not exist, Sherlock asks the learner to indicate the reasons the gm-link was
made.

The flow chart splits at this point, using the learner's answer to separately evaluate the
learner's plan and the facts that the learner believes.

If Sherlock has not already determined what plan the learner used, it will do so at this

point. This determination is made by comparing all of the known plans with the
learner's reasons for making the gm-link, and the gm-link the learner made. If
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Sherlock cannot recognize the plan the learner used, it will inform the learner of this. If
Sherlock does recognize the plan, but it is a bad plan, it will inform the learner that he
has used a bad plan. If Sherlock recognizes the plan and it is a good plan, it will not
give any feedback on the plan.

To evaluate the learner's fact beliefs, Sherlock compares the learner's answer to its own
fact beliefs. If there is a good8 match between the learner's fact beliefs and Sherlock’s,
no further action is taken on facts. If there is not a good match, Sherlock will consider
the possibility that the leamer is using an alternative interpretation for the icons. If any
alternative interpretations for the icons exist, that have not already been tried, Sherlock
will use one of these interpretations and start again from the top.

If all possible alternative interpretations have been tried, Sherlock will pick the
interpretation that led to fact beliefs which were closest to the learner's fact beliefs.
Using this interpretation Sherlock will determine two things:

1. Are there any false facts that the learner believes to be true, that led to
the bad gm-link that the learner made? If so, Sherlock will bring them
to the learner's attention,

2. Are there any true facts that the learner does not believe, which would
have led to a better gm-link? If so, Sherlock will bring them to the
learner's attention.

1.5. SHERLOCK'S ARCHITECTURE

To carry out the strategy described above Sherlock uses the eight components shown in
Figure 1.32.

—| raphic »| graphic
learne interface map
/ Sheriock's
Sherlock's ’ :
- tutoring representation
regﬂesstf;’tt:é',‘,’ : -] strategies feap—— of text
learner
T model
rule spreading |
application activation
mechanism mechanism

Figure 1.32: Overview of Sherlock's Components

8"Good" is currently defined as meaning that the learner and Sherlock agree on 80% of the facts,
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The function of each of these components is briefly described below.

1.

The graphic interface interprets the leamer's clicks on the mouse
buttons to build the graphic map. The interface also translates the
graphic map that the learner is producing on the screen into an internal
representation. The graphic interface was built on top of a window
package developed by Seth Goldman in the UCLA Al lab.

The learner builds the graphic map using the icons provided by
Sherlock. The icons are linked together using the six gm-links
described above,

Sherlock's representation of text is a semantic network made up
of nodes for concepts and links for the relationship between concepts.
The semantic network is used to represent Sherlock's understanding of
a text's content and background. The structure of the network is based
largely on Fahlman's NETL (1979). The representation of the text is
hand-coded into the network.

Sherlock's representation of strategy consists of rules or plans
for building a graphic map. Each of the rules is of the form:

IF the following things are true about the relationship
between 2 icons
THEN make this kind of gm-link between them

These rules are hand-coded into Sherlock and are based on strategies
described by subjects during initial pilot studies.

The rules as a whole represent two things:
1. the strategy Sherlock would use to build a graphic map;

2. the strategy Sherlock initially assumes the learner will use to
build a graphic map.

The learner model represents what Sherlock currently believes to be
the learner's understanding of the text, graphic elements, and mapping
skills. It is built by Sherlock by modifying elements in the hand-coded
representations of the text content and graphic mapping strategy.

The learner model is not fully implemented at this time. The only aspect
of the learner model which Sherlock currently represents is the learner's
interpretation of the screen icons.

The tutoring strategies are rules or plans in a form similar to that of
the strategies for building a graphic map. The rules in the tutoring
strategies are hand-coded to represent Sherlock's pedagogical
knowledge. They implement the steps illustrated by the flow chart in
Figure 1.31.

The spreading activation mechanism operates on the semantic
network to generate inferences. It is based on a mechanism developed
by Michael Gasser (1988) for classifying concepts. When a node is
activated, the mechanism allows the activation to spread to surrounding
nodes through that node's links. The activation next spreads from the
surrounding nodes through their links, and so on.
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Sherlock uses spreading activation for two purposes:

1. to classify a learner’s plan as bein g a specialization of one of the
plans in Sherlock's representation of strategy;

2. to determine the relationship between any two concepts.

8. The rule application mechanism operates on the rules in
Sherlock's representation of strategy and the tutoring strategies to
determine what action Sherlock should take, given those rules,

The mechanism finds all of the rules that match the current state of the
system and have not already been used for the current goal. It then
selects from this group the strongest rule, and carries out its actions.

1.6. MOTIVATION FOR AN INTELLIGENT TUTORING SYSTEM

Sherlock is intended for at least three potental uses:

1. Automatic training in graphic mapping learning strategy

Empirical research has shown that proper training in graphic mapping can help less
successful leamners become more successful. Sherlock provides a non-Iabor intensive
solution to the training problem.

2. To facilitate mastery of material represented in tutoring system

As a by-product of teaching graphic mapping, Sherlock facilitates mastery of the
material represented for the training session. At present it is a non-trivial task to adapt
Sherlock to work with new textual material. It is possible, however, that in the near
future Sherlock will be able to automatically parse a new text (Dyer, 1983). Sherlock
could then adapt itself to any new text material that the leamner needs to master.

3. Assessment of an individual's cognitive structures

Graphic mapping type techniques have been used to both measure and describe a
learner's knowledge (West, 1985). These efforts, however, have been hampered by
the problems just discussed: the difficulties involved in training someone to build a
graphic map, and the difficulties involved in assessing a graphic map. Sherlock not
only provides the training, but also can aid in the interpretation of a graphic map.

1.7. ORGANIZATION OF THE THESIS

Chapter 2 describes the two pilot studies which analyzed graphic mapping and provided
the basis for the model implemented in Sherlock.

Chapter 3 describes the semantic network and its use in representing Sherlock's
knowledge of the text.
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Chapter 4 describes the representation of rules in Sherlock, and their use in
representing the strategy for building a graphic map and the strategy for tutoring.

Chapter 5 describes the spreading activation mechanism and its use in classification and
determining the relationship between two concepts.

Chapter 6 describes the processes that operate on rules in Sherlock.

Chapter 7 describes the implementation of Sherlock and its performance. Included are
traces from the session which led to the /O excerpts in this chapter.

Chapter 8 discusses an empirical evaluation of Sherlock's performance in tutoring four
subjects.

Chapter 9 discusses previous work in intelligent tutoring systems and related work
from educational research on modelling a learner's cognitive structures.

Chapter 10 summarizes the findings and implications of this dissertation and suggests
future directions.

The appendices contain instruments and data from the pilot studies and complete
protocols from the final study.
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Chapter 2

Analysis of the
Graphic Mapping
Task

2.0. INTRODUCTION

Two pilot studies were conducted to explore the process of building a graphic map.
The first study was designed to look at the process from the point of view of a tutor
watching a graphic map being constructed. The second study was designed to look at
the process from the point of view of the learner constructing a graphic map.

2.1. FIRST PILOT STUDY

The first pilot study was conducted with 20 UCLA undergraduates in December of
1985. Subjects were asked to construct graphic maps for the consideration text (Fi gure
1.3) using a slightly modified version of the six links specified by Dansereau (1978).
Figure 2.1 contains the description of these links as given to subjects. An attempt was
made to infer what the subject was thinking based on his actions. These inferences
were then validated using a posttest on relationships in the text.
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Part (of) Link Key Words

The content in a lower icon is is a part of
part of the object, process, idea is a segment of
is a portion of

or concept contained in the icon
being pointed to.

Type (of)’Example (of) Link Kay Waords
The contant of an icon is a is a type of
member or example of the class ;: :"”9’,":";}9‘9 of
or .category in the icon being is in the category
pointed to. of
Leads to Link Key Words
The content in one icon leads to lead?tshq

. . resu in
or results in the content in the causes

icon being pointed to.

Similar Link Key Words

The content of cne icon is similar is just like
identical, analogous, or :ofrgas.gogggg :g
corrasponds 10 the content of the

icon being pointed to.

Characteristic Link Koy Words |
The content of one icon is a trait, i: g’;:;‘:ﬁ:’;sfﬂc of
aspect, quality, feature, is a property of

attribute, detail, or
characteristic of the icon bsing

pointed to.
[ Support | Evidence LInk |
. The content of one icon provides indicates
suppotrls evidence, support, proof, ;Egv‘i’g:: evidence
documentation or confirmation for for

the icon being pointed to.

Figure 2.1: Dansereau's links

2.1.1. OBJECTIVE

The goal for this study was to explore the cognitive processes a tutor would use to infer
a learner's cognitive structure based on the graphic map the learner produced. A first
step was to find correlations between constructions used in a map and the learner's
understanding as demonstrated in 2 posttest.

One difficulty with graphic mapping is that the icons and links used may be ambiguous
as to their interpretation. For example, in Figure 2.2 a subject has moved "Agreement”
and "Contract” together and then has connected them graphically via a TYPE link. This
construction is one possible construction for the phrase, "A contract is usually an
agreement.”
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agreement

contract

N J

Figure 2.2: Contract TYPE Agreement

In contrast, another subject (Figure 2.3) has used the same two icons, but this time has
chosen a SIMILAR link,

4 ™
contract —— SR> agreement

\. J
Figure 2.3: Contract SIMILAR Agreement

Does a distinct pictorial representation indicate a different understanding of the text, or a
different interpretation of the links?

In Figure 2.4, the subject is apparently representing the phrases, "Consideration may
be the giving of another promise," and "If the consideration is a promise, the promise
must also be definite.” At first glance this might seem an appropriate construction.
Literally, however, it would indicate that all promises are definite and any promise is a
type of consideration. Does the subject believe that all promises are definite, or is this
some form of shorthand? How would we determine what the learner believes? Would
tutoring be appropriate at this point?

(" )

consideration

definite

promise

\ J

Figure 2.4: Promise TYPE Consideration
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In Figure 2.5, a subject uses the SUPPORTS link to connect "Promise” and
"Agreement." It is difficult to determine what aspect of the paragraph this construction
was intended to represent. Did the subject misunderstand the paragraph, or was there
confusion in the use of the links? What kind of information would be necessary to
make sense of this construction?

- “

agreement

promise

contract

N\ /

Figure 2.5 Promise SUPPORTS Agreement

In order to tutor, one must be able to determine whether an unexpected construction
represents an innovative approach to graphic mapping or a fundamental
misunderstanding of the text. If there is a misunderstanding, one must be able to
determine whether the error resides in a reference to the text, the task of graphic
mapping, interpretation of the icons, or some combination of these.

2.1.2. METHODOLOGY

Subjects built their graphic maps on the computer screen using the initial Sherlock
interface (Feifer, Dyer, Baker, Flowers & Read, 1985; 1986). The interface allowed
them to easily move and link icons. In addition, the interface generated a transcript of
each move and link, and the time elapsed between each action.

Subjects began with a 10 minute introduction to graphic mapping and use of the
interface. They were then asked to read the consideration text. Following this, the
icons for the consideration text were put on the screen. Subjects were asked to spend at
least 45 minutes constructing a map of the text using the links we had described. They
were told that they could refer back to the text and the link descriptions at any time,
They did not have to use every icon on the screen, but they were to represent every
important idea in the text.

Subjects, while building their maps, asked the experimenter questions of three types;

1. Technical, i.e., "How do I get rid of this link?"
2. General, i.e., "What should I do now?"
3. Strategy, i.e., "How would I say that a promise has to be definite?"

Technical questions were always answered. In answer to general questions, portions
of the general instructions were repeated. No strategy questions were answered.
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After completing the graphic map, subjects answered 20 multiple choice questions on
the content of the consideration text, A complete listing of the questions is included in
Appendix A. The questions were chosen to ascertain the learner's knowledge about the
relationships below illustrated in Figures 2.2 through 2.5;

contract and agreement;
promise and agreement;
definite, promise and consideration.

2.1.3. RESULTS

The first step was to attempt to find a correlation between graphic map constructions
and posttest answers. This correlation could enable a tutor to infer, based on a finished
graphic map, what the learner believed.

It had been assumed that there would be a variety of constructions for each of the
relationships. There was, however, a much greater range of constructions than
predicted. The majority of constructions were used only once, and very few were used
more than twice. It was thus impossible to find any correlation between constructions
and posttest answers.

The next step was to use both the leamner's construction and his answers on the posttest
to try and infer his cognitive structure. Cognitive structure here refers to both the
learner's beliefs about the text and his strategies for building a graphic map.

I began by listing the beliefs a tutor would have for each of the relationships. An
artempt was then made to infer what, if any, differences existed between this set of
beliefs and the learner’'s beliefs.

Included below are analyses of three of the constructions used in the pilot study. They
were chosen to represent the three possible relationships which can exist between a
learner’s cognitive structure and a tutor's cognitive structure:

1. Shared concept -- there are no differences between the two cognitive
structures;

2. One difference -- some aspect of the learner's cognitive structure differs
from the tutor's cognitive structure, leading to an unexpected
construction;

3. Interacting differences -- two or more differences between the two

cognitive structures interact to lead to an unexpected construction,

2.1.3.1. SHARED CONCEPT

Figure 2.6 is the construction shown in Figure 2.2. Figure 2.7a is the correct
knowledge for the concepts in this construction. The correct knowledge is broken into
three categories:

1. interpretations (the mapping between the icons and concepts);
2. facts (understanding of the content of the text);
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3. strategy (rules for making gm-links between icons).

r N

agreement

contract

J

Figure 2.6: Contract TYPE Agreement

b. Differences hetween the

a. Tutor's Knowledge tutor's knogvledge and
Interpretations: Interpretations:
"agreement” refers to none
AGREEMENT
"contract” refers to
CONTRACT F
Facts: acts:
CONTRACT is probably none

an AGREEMENT

there is less chance that
an AGREEMENT
is a CONTRACT

Strategy:
If an X is probably a
Y

Strategy:
none

and thereisiess
chancethataYis
an X

then makea TYPE
link fromXtoY

Figure 2.7: Shared Concept
The first step in analyzing the subject’s graphic map construction is to determine what

gm-link the tutor would make. In this case, the tutor's interpretations, facts, and
strategy, lead to a TYPE link. This is the same gm-link which the subject made.
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Since the posttest indicated that this subject believed the same facts as the tutor, and the
subject made the same link the tutor would have made, it is assumed that the all relevant
knowledge is shared by the learner. Thus Figure 2.7b indicates that there are no
differences. Thus, no tutoring is necessary here.

2.1.3.2. ONE DIFFERENCE

When the subject makes an 4 N\
unexpected move, some part of the
learner's cognitive structure must
differ from the tutor's cognitive —

structure. Figure 2.9a conta%ns the
tutor's beliefs for the concepts in
learner's construction in Figure 2.8
(repeated from Figure 2.4). These
beliefs do not lead to the learner's

struction, N %
construction Figure 2.8: Promise TYPE consideration

promise

a. Tutor's Knowledge b. Differences

Interpretations: Interpretations:

"definite” refers to

DEFINITE THINGS "promise" refers to

"promise"” refers to CONS-PROM
’PROMISE Facts:
Facts: none

CONS-PROM is probably
CONSIDERATION

CONS-PROM is probably
DEFINITE THING

Strategy none
If an X is probably a
Y

Strategy

and thereis less
chance thata Y is
an X

then make a TYPE link
fromXtoY

Figure 2.9: One Dilference
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When the learner does not make the gm-links that are expected, the next step is to find
possible differences between the tutor's beliefs and the learner's beliefs that explain the
construction. The posttest indicated that the subject who made the construction in
Figure 2.8 believed the same facts as the tutor. Therefore any differences must involve
either interpretations or strategy. Figure 2.9b shows that one difference between the
learner's interpretations and the tutor's interpretations can explain the learner's
construction. That change involves the interpretation of the “promise” icon. The
"promise” icon had been interpreted as referring to the concept promise. The subject
apparently interprets “promise” as referring to CONS-PROM (consideration which is a
promise),

2.1.3.3. INTERACTING DIFFERENCES

Once again, the tutor's kx;owledge in /7 N\
Figure 2.11a does not lead to the
learner’s construction in Figure 2.10
below (repeated from Figure 2.5).
This subject's posttest does indicate
one wrong belief, that every
agreement has consideration. But this

one difference still cannot explain the contract
learner's construction. Therefore it

appears that other differences in \_ J
interpretations or strategy must be Figure 2.10: Promise § agreement
interacting with this difference in
facts. Figure 2.11b contains three

differences that together explain the
learner's construction.

The three differences are:

1. The subject interpreted "promise” as referring to the promise which a
party makes as part of a contract (CONS1) rather than the generic
promise.

2. The subject over-generalized this event (partyl promising) as an
attribute of AGREEMENT rather than of CONTRACT.

3. The subject used a rule which said to make a support gm-link if

something is attribute, rather than a part gm-link.

Interacting differences compound the number of possible explanations that must be
checked.
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. b. Differences between the
a. Tutor's Knowledge tutor's knowledge and
the learner's knowledge
Interpretations: Interpretations:
"agreement” refers to
AGREEMENT
"promise” refers to "promise” refers to
PROMISE CONS1
facts: facts
CONST1 is probably a CONSH is an attribute of
PROMISE AGREEMENT
CONS1 is an attribute of
CONTRACT
Strategy Strategy
If X is an attribute of If X is an attribute
Y of Y
then make a PART link then make a supports
fromXtoY link from Xto Y

Figure 2.11: Interacting Dillerences

2.1.4. SUMMARY OF FIRST PILOT STUDY FINDINGS

This first pilot study uncovered two problems that must be addressed: (1) ambiguity
introduced by the link choices offered the learner, and (2) the difficulty in determining
the learner’s cognitive structures from actions alone.

It was well recognized, in developing a learning strategy based on Al knowledge
representations, that compromises were necessary. A happy medium had to be arrived
at between complexity and simplicity (Holley & Dansereau, 1984a), Unfortunately, as
the simplicity of using a representation system increases, the ambiguity of the
representations also increases.

In examining the ambiguity in graphic mapping using Dansereau's links, the following
was observed:

- There is too much variability in graphic maps to infer, on the basis of
the map alone, the user's cognitive structure.
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- The only instances in which the map was any indication of the user's
cognitive structure were those in which the link arrangement was what
would have been expected.

- There are at least three possible reasons a user would not make the
anticipated link arrangement: differences in understanding of the text
domain, differences in strategies for building graphic maps, and
differences in how the icons are mapped to concepts in the learner's
Cognitive structures.

2.2, SECOND PILOT STUDY

During December of 1986 a second pilot study was conducted (Feifer, Dyer, Baker, &
Flowers, 1987). This study attempted to look at the cognitive processes of someone
building a graphic map and the effects of various interventions. Subjects were again
asked to construct graphic maps for the consideration text. They were asked to use the
Sherlock links listed in Chapter 1 (Figure 1.4).

Subjects in this study were also asked to think out loud during the entire process
(Ericson & Simon, 1980). Sessions were video taped for later analysis. In addition,
when the subject made a link that the experimenter considered a mistake, the
_experimenter provided a remedial intervention.

This pilot study was designed to gather information for the following purposes:

1. definition of a formal model of the cognitive process involved in
building a graphic map;
2. development and evaluation of remedial interventions which could be

implemented in an automated system.

2.2.1. METHODOLOGY
Subjects were given the same training and instructions as in the first pilot study. In
addition they were asked to verbalize everything they were thinking. During the first
five minutes most subjects had to be reminded to think out-loud. After that they
seemed to have little trouble keeping a monolog going. After each link, the subject was
interrupted and asked to state as clearly as possible the reason he made the link.
This process led to a definition of:

1. the steps a subject took in planning a link;

2. the knowledge a link was based on;

3. gaps between intentions and actions.

The data from this study are included in Appendix B.
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2.2.2. COGNITIVE TASKS IN GRAPHIC MAPPING

Using the data from the first study, three different aspects of a learner's cognitive
structure were idcmiﬁed._ These three aspects interact to determine the graphic
constructions the learner will build:

1. the learner's strategy for constructing a graphic map;
2. the learner's current understanding of the content of the text;
3. the learner's interpretation of icons on the screen.

Using the protocols from this second study, cognitive subtasks were identified for each
of these three aspects. The following is a list of these sub-tasks. This list is not
intended as a sequential description of the process a learner uses in constructing a map.
Rather, subjects in the study used some subset of these processes, not necessarily in
this order, to construct their graphic maps.

2.2.2.1. THE LEARNER'S STRATEGY FOR CONSTRUCTING A GRAPHIC MAP

The learner's strategy can be modeled as a set of plans and goals. The learner sets a
goal, must find a plan which is appropriate for that goal, and then attempt to implement
that plan.

(1) Setting a goal

The learner is given a top leve! goal: to build a graphic map that represents the text. To
accomplish this task, the learner must set appropriate sub-goals. It is by allowing the
learner to set his own sub-goals that Sherlock provides a learner-directed environment.
The learner decides where to start and how to proceed.

There are three major sub-goals learners set for themselves in constructing a graphic
map: (a) link an icon to something else, (b) find the appropriate link for two icons on
the screen, and (c) make an appropriate construction for a concept in the text.

) Finding a plan

The mapping task involves discovering plans that will help to realize the above goals.
Usually this will involve setting new subgoals. For example, a plan for linking an icon
to something else might be:
1. Find another icon which is related to this icon;

2. determine how these two icons are related to each other;

3. determine what type of gm-link would best represent this relationship.
Below are examples of some of the plans subjects articulated for sub-goal #3, choosing
a gm-link:

In trying to decide if the appropriate link between two concepts is EQUIV
or SPEC, I determine if they both cover the same area. If they do, I use
an EQUIV link, If one covers more, then I use a SPEC link to the one
that covers more.
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If two icons represent physical things, then I rule out LEAD as an
appropriate link.

If one icon is a description of another, then I make an EQUIV link
between them.

If X is a characteristic of Y then I put a PART link between them because
X is part of the definition of Y.

2.2.2.2. THE LEARNER'S UNDERSTANDING OF THE CONTENT OF THE TEXT

In understanding text, the learner must do two things: map the words in the text onto
concepts and determine the relationship between those concepts.

(1) Mapping Words to Concepts

The learner must determine how certain words are associated with particular concepts.
The nature of this task is determined by whether the learner already knows the word
and/or the concept, and whether the leamner's existing knowledge is consistent with the
information in the text. There are three situations that exist:

1. The word and the concept are known to the learner,

In this case the learner need only map any new information onto the existing concept.
For example, most subjects know the word "contract” and associate it with a concept
which is consistent with the information in the text. The purpose of the consideration
text is to help the leamner add new information to his concept of a contract.

2. The word and the concept are new to the learner.

In this case the learner must first build the concept from existing concepts. Then the
learner must associate the new concept with the new term introduced in the text. For
example, most subjects were not familiar with the word "forbearance." Although they
could think of examples of people not doing something they could have done, they had
never thought of these as belonging to one conceptual class. Thus, they also had no
concept to go with the word "forbearance.”

3. The word is known to the learner, but the text is using it to refer to a
new concept.

The learner must again begin by building the concept. The difficulty in this case,
however, is that the leamer must first recognize that a new concept is necessary, rather
than mapping any new information onto the existing concept. The learner must then
associate the word with the new concept, in the present context.

For example, the subject making the link in Figure 2.12 explained, "When a contract is
made, both parties have to consider it to see if it is a good contract."
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contract —JERIE—{ consideration

. /
Figure 2.12: Contract LEADS to Consideration

Subjects interpreted the "Consideration" icon in three ways: (1) Something done in
return for a promise; (2) Doing something nice for someone, as in "she showed him
some consideration"; (3) To think about something, as in "He felt her suggestion
deserved some consideration.” In Figure 2.12 the subject is probably unaware that
consideration is a technical term for a necessary condition of contract.

(2) Determining the Relationship Between Concepts

There are two different kinds of relationships which must be determined in order to
understand textual material:

1. relationships which are a part of the text;
2. relationships between concepts in the text and the learner's existing
knowledge.

Determining the relationship between two concepts, both of which are introduced in the
text, involves making explicit what is implicitly contained in the text. The learner must
parse the text into some internal meaning. The learner must recognize, for example,
that a phrase of the form:

An X may take the formof an A,aBora C
indicates that:

Concept X has three sub-types: A, B, and C.

In order for the learner to determine the relationship between a new concept and an old
concept, two conditions must be true:

L. The learner must have sufficient background knowledge to understand
the new material.

2. The learner's existing knowledge structure must be at least compatible
with the new material.

(1 Supplying Necessary Background Knowledge
Any text is written with the assumption that the learner has some background
knowledge. When the learner does not have the necessary background knowledge, he

has no place to link new information. For example, learners often cannot link
"forbearance” to anything because they do not know what forbearance really means. In
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this case the tutor must supply enough information about forbearance to allow the
learner to relate that concept to other concepts in the text.

(2) Modifying Old Beliefs Which Conflict With New Knowledge

When textual knowledge conflicts with the learner's current knowledge, the learner's
knowledge structures must be modified before any integration can take place. For
example, we find that many learners begin with the mistaken belief that all contracts are
written. This belief hinders their efforts to define the relationship between contract and
agreement.

2.2.2.3. THE LEARNER'S INTERPRETATION GF THE ICONS ON THE SCREEN

We have found that we can seldom assume that the interpretation learners place on an
icon is identical to that intended when we created the icon.

(1) Parsing The Text Which Appears Within an fcon

Natural language, at best, is an imprecise shorthand for expressing ideas. When single
words or small groups of words are taken out of context, it only exacerbates the
problem. The interface would be too cluttered if each concept were defined completely
on the icon. The learner must, then, decide what conceptual entity an icon refers to.

As an example, a simple set of icons (Figure 2.13) was used to familiarize subjects
with the interface and the links available. Icons were chosen to provide a clear example
of each type of link. Subjects were not asked to read a text in this case, only to connect
the icons using their previous knowledge. There was thus no mapping of words in a
text to concepts. All variation, then, can be attributed to mapping icons to concepts.

- N

' fin
bird
fap wing
wings
animal
fly
— fish
lives in

\ water /

Figure 2.13: Icons Used for Training
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The two icons for the LEADS link were "flap wings" and "fly." Most subjects
suggested that "flap wings" LEADS to "fly.” One subject, however, believed that "flap
wings" referred to some part of a bird's wing with which she was not familiar and that
"fly" referred to an insect.

Two things were interesting about this subject's interpretations. First, she was not
using "flap wings" to refer to a concept she wanted to use, or even a concept she
thought existed. She was creating an unknown concept to go with the icon. Second,

it was not that she chose to interpret “fly" as a noun; it just did not occur to her that it
could also be a verb.

(2) Mapping concepts to icons

When a learner wishes to represent graphically a concept or relationship he must choose
an icon on the screen. This is complicated by the fact that there is not a one-to-one
correspondence between icons and concepts any given learner will want to represent.

In Figure 2.8, for example, the subject used the icon "promise” to refer to the type of
consideration which is also a promise. This does not seem to be a problem of parsing;
most subjects interpret the word "promise" as referring the more generic concept of
promise. Rather, it is more likely that the subject wanted to represent the concept of
considerations which are promises and, finding the "promise” icon, decided that it was
close enough.

2.3. SUMMARY

In order to build an intelligent tutoring system for graphic mapping we must be able to
represent the elements of a learner’s cognitive structure which determine the graphic
map he will produce. In order to do this we must:

1. define the elements of a learner's cognitive structure that determine the
graphic map he will produce;
2. develop a mechanism for automatically inferring those elements.

2.3.1. REPRESENTING A LEARNER'S COGNITIVE STRUCTURE

It was possible in the first pilot study to infer beliefs which might account for learner
constructions. These beliefs were represented using three components:

1. the learner's interpretations for the icons;

2. the facts which the learner believes to be true;

3. a rule indicating the learner's strategy for translating these beliefs into a
gm-link.

These three components are necessary and sufficient to predict the gm-link a learner
will make. Thus Sherlock must have representations for these three components in
order to understand a learner's graphic map.

3%



2.3.2. AUTOMATICALLY INFERRING THE COGNITIVE STRUCTURE

Data from the first pilot study, however, indicated that it was impossible to infer what a
learner was thinking by examining only his finished graphic map. In order to
automatically infer the learner's cognitive structure, then, Sherlock must be able to
follow the process of graphic mapping rather than just examine the final product.

The second pilot study was designed to provide the information needed to follow the
process of graphic mapping. Based on the protocols from this study it was possible to
define the sub-tasks necessary to build a graphic map. These tasks are:
A, Graphic mapping strategy
1. setting a goal
2, finding a plan to satisfy the goal
B. Text understanding

1. . mapping words to concepts

2. determining the relationship between concepts
C. Icon interpretation

1. parsing icon text

2. mapping concepts to icons

These tasks serve as the basis for the model of graphic mapping used in Sherlock,



Chapter 3

Representing Text
Knowledge

3.0. INTRODUCTION

The first step in developing a tutoring model is to define a means of describing or
Tepresenting what someone knows. The type of representation we define must be
capable of providing the information needed in the tutoring process.

In analyzing the data from the first pilot study, the tutor's knowledge was described as
a set of natural language statements. This method of describing knowledge was
adequate for defining the kind of differences which explain a learner's move. But there
are two weaknesses inherent in using natural language to describe knowledge:

1. - Itis difficult to determine meaningful differences between two natural
language descriptions. If two sets of statements are different, but will
lead to the same inferences, then there are no meaningful differences.

2. Natural language statements are too ambiguous for a computer to use
irectly.
Sherlock's knowledge representation scheme must provide a non-ambiguous means of
describing what someone knows. The knowledge representation must allow us to
derive from the representation the information we could attain by asking questions of
the person whose knowledge is represented. To allow this, the representation scheme
must specify:

1. a primitive set of concepts;
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2. a primitive set of relations;
3. processes which operate on concepts and relations.

Other concepts are built on top of the primitive set of concepts and relations. The
processes determine the inferences which are possible given a specific knowledge
representation,

Representing knowledge in this non-ambiguous manner allows us to put knowledge
into an intelligent tutoring system that the computer can understand. As educators,
even if we were not concerned with intelligent tutoring sysiems, a non-ambiguous
representation also gives us a framework for discussing knowledge:

1. What does a learner know?
2. What do we want a learner to know?
3. How do we help the learner know it?

3.1. DECLARATIVE KNOWLEDGE IN SHERLOCK

Sherlock uses a localist, spreading activation network package, developed by Michael
Gasser (1988). Gasser designed this package to model language generation. Part of
designing Sherlock required specifying s-links! and nodes to represent Sherlock's
knowledge of the consideration text. What follows is a description of Gasser's
network package, described in detail in Gasser (1988).

The two basic elements in the semantic network are nodes and s-links.

3.1.1. NODES

A node represents the concept of a fact, entity, event or state. A node will be illustrated
by English text within a rectangle (Figure 3.1). The English text has no meaning to the
network; it is only intended to make the illustration more readable. The actual meaning
of a node in the network is determined by its connections to other nodes. Thus, the
node BIRD? might be defined by links which indicate that it belongs to the conceptual
classes of LIVING-THING and FLYING-THING. This node is given the label BIRD to
indicate that it represents the concept people think of when they hear the word "bird."

1Links in the semantic network will be referred to as s-links to distinguish them from gm-links in the
graphic map.

2The name of a node will always appear in SMALL CAPS.
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Bird

Figure 3.1: A'Node

There are three types of nodes in Sherlock's semantic network:

1. heads;
2. roles;
3. inhibiton,

A head node represents a main concept. A role node represents the concept of an
attribute, characteristic, part or argument of a head node For example, WING might be a
role node belonging to the head node BIRD, Any given node may be both a head node
and a role node. WING, for example, might also be a head node for role nodes which
represent concepts associated with wings.

An inhibition node represents a mutually exclusive category. For example, an
inhibition node for the category animal represents the concept that each type of animal is
mutually exclusive. This is not to be confused with the concept of animal, which is

represented by an ANIMAL node.

A node's type is determined by how it is linked to other nodes. The function of each of
these three types of nodes will described more completely in conjunction with the s-
links which define it as being of that type.

3.1.2. S-LINKS

An s-link between two nodes indicates that there is some kind of relationship between
those two nodes. Each s-link actually consists of two connections, one in each
direction, each having a possible wei ght between 0 and 1.

All processing in the network is done through a form of spreading activation. The s-
links determine how that activation spreads. Activation is begun by placing a numerical
weight on a node. This activation is then allowed to spread through all of the links
which go out from this node; that is, the numerical weight is increased on nodes which
are on the other end of these links. The higher the weight of a link, the higher the
activation which can reach a node through that connection,

There are four kinds of s-links in Sherlock's semantic network:

1. GENERALIZATION:;
2. EQUIVALENT;

3. HAS;

4, INHIBITION.
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3.1.2.1. GENERALIZATION S-LINK

The simplest s-link is a GENERALIZATION link. It identifies the conceptual classes of
which a node is a member. It is illustrated as a single-headed arrow between two nodes
(Figure 3.2). The node at the bottom of the arrow is a specialization of the node which
is being pointed to. As with the other s-links, a GENERALIZATION link consists of
connections in both directions. The direction of the arrow in the figure indicates the
direction of the connection with the higher weight. Thus in Figure 3.2 the weight from
ROBIN to BIRD will be higher than the weight from BIRD to ROBIN.

Bird

!

Robin

Figure 3.2: GENERALIZATION Link

This differential in weights is what allows the GENERALIZATION link to operate as an
is-a link during inheritance. An is-a link indicates that the concept at the bottom of the
link inherits the properties of the concept at the top of the link. Thus ROBIN inherits the

~properties of BIRD. BIRD could also have a GENERALIZATION link to ANIMAL,
meaning that ROBIN inherits the properties of BIRD and ANIMAL. All of the concepts
above a concept in an IS-A hierarchy are referred to as the ancestors of that concept. All
of the concepts below a concept in an IS-A hierarchy are referred to as the descendents
of that concept.

The network recognizes that anything that is true of a node is also true of any of its
descendents. It is less likely that something which is true of a node will also be true of
any of its ancestors., The weights on a GENERALIZATION link can be roughly
interpreted as the likelihood that the concept at one end is an example of the thing at the
other end. Thus the greater weight on the connection from ROBIN to BIRD indicates that
there is a greater chance that a robin is a bird than there is that a bird is a robin.

The weights can only roughly be interpreted in this manner since their actual importance
is in establishing relative strengths. The actual weight of any connection in the network
is not important; only its relationship to the other strengths in the network is important.

3.1.2.2. EQUIVALENT S-LINK
An EQUIVALENT s-link is a GENERALIZATION link with strong and equal weights in

both directions. An EQUIVALENT s-link is illustrated by a two headed arrow (Figure
3.3).



Bob's
wife

Mary

Figure 3.3:" EQUIVALENT Link

Because the weights are high and equal, the network recognizes that anything which is
true of once concept will also be true of the other. Thus any node which is a role or
descendent of MARY will behave during spreading activation as if it is also attached to
BOB'S WIFE.

3.1.2.3. HAS S-LINK

A role is linked to the node to which it belongs with a HAS S-link. A HAS S-link is
illustrated with a one-headed arrow containing the "has" label (Figure 3.4).

Bird '
' ~ Wing

Robin

Figure 3.4: Roles

The weight from a role to its owner can be roughly interpreted as an indication of how
salient a feature it is of the owner concept. Thus a strong weight from WING to BIRD
will indicate a wing has a good chance of making us think of a bird. The weight from
the owner to its role indicates how essential that attribute is to the owner concept. The
link from BIRD to WING would be strong indication that having a wing is important
evidence that something is a bird.

The GENERALIZATION link from ROBIN to BIRD in Figure 3.4 allows the network to
infer that robins have wings although this is not explicitly represented. The WING role
for ROBIN would only be indicated if there were something special to say about it, for
example to indicate that all robins’ wings are of a certain color.

It is this ability to inherit attributes which gives the network much of its power. At each

level of an is-a hierarchy we need only define those roles which distinguish a concept
from its ancestors.
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3.1.2.4. INHIBITION

If you reach into your pocket and find a coin, you can probably identify its
denomination without taking it out to examine every detail. If it is bigger but thinner
than a nickel, but too small to be a half dollar, you will decide that it is a quarter without
seeing that George Washington is on one side or that the words "quarter dollar" are
engraved on the other side. You can do this because once you have decided that it is a
coin, you know that it must be one of six possibilities (assuming that you have no
foreign currency in your pocket). Not only must it be one of these things, it cannot be
more than one. It cannot be both a quarter and a nickel.

If we know that something belongs to one of several mutually exclusive categories we
do not need complete evidence to classify it. We merely need enough evidence to say
that it is more likely that it belongs to one of the categories, than it is that it belongs to
any of the others. In order for Sherlock to take advantage of this we must explicitly
represent mutually exclusive categories.

A mutually exclusive relationship between concepts is represented by linking those
concepts to an inhibition node. An inhibition node is illustrated by an X inside of a
circle (Figure 3.5).

american coin half
penny /v/' ) dollar

nickel quarter

dime

Figure 3.5: Inhibition

The nodes that it inhibits are linked by lines to the inhibition node. The INHIBITION
links in Figure 3.5 would indicate, for example, that if something is a quarter it cannot
be a penny, nickel, dime or half dollar. INHIBITION links have no meaningful weights.
During activation, if any of the nodes attached to a particular INHIBITION link is
activated, the activation of all other nodes attached to the same INHIBITION link will be
dampened.

The group of concepts connected to one inhibition node is known as a winner-take-all
(WTA) network (Feldman & Ballard, 1982). As any nodes in a particular WTA
network become activated, they compete with the other nodes in that network.
Eventually the node with the highest activation in that network "wins" the activations
from the other nodes in the same network.

If not for INHIBITION s-links, it would be very hard for the network to classify
concepts. This is because the network, similar to the person reaching into his pocket,
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seldom has enough direct evidence to classify a concept. By taking advantage of the
knowledge of mutually exclusive categories the network can make optimum use of
whatever evidence it does have.

The GENERALIZATION, EQUIVALENT, HAS and INHIBITION links are supplied in
Gasser's network package,

3.2. REPRESENTING THE CONSIDERATION TEXT

The localist spreading activation network just described is used to represent the content
of the consideration text presented in Figure 1.3. The resulting representation will be
referred to as Sherlock's semantic network for the consideration text. The semantic
network enables Sherlock to operate as if it knows the content of the text. As with any
text, the authors of the consideration text assume that the reader has some background
knowledge. We thus begin with the basic concepts upon which the consideration text
is based.

3.2.1. BaSIC CONCEPTS

There are three primitive concepts in Sherlock's semantic network: acts, facts and
things.

Primitive refers to the fact that these concepts are not defined. The network does not
know what an act is, only that anything which belongs to the conceptual class ACT will
have certain attributes. A portion of the representation for these concepts is illustrated
in Figure 3.6. All other concepts are defined as specializations of one of these three
primitives.

3.2.1.1. ACTS

An ACT is an event or action. According to Figure 3.6, ACT has three roles which
Sherlock will be concerned with: RESULTS, CONDITIONS, and ACTOR. The ACTOR of
an ACT is the agent who carries out the ACT or causes the ACT to happen. A condition
of an ACT is a fact that must be true in order for the ACT to occur. The restriction that
a condition must be a fact is represented by a GENERALIZATION s-link from
CONDITIONS to FACT. Similarly a result is a fact that will be true after the act occurs.

Every type of ACT or instance of ACT inherits these roles, The conditions for a
particular ACT will be represented by specializations of that ACT's CONDITIONS role.

One type of ACT shown in Figure 3.6 is MTRANS. MTRANS is a primitive borrowed
from Schank (1975) which represents any kind of mental transfer or communication.
The roles represented in Sherlock for MTRANS are:

1. FROM - the entity the information is coming from,
2. TO - the entity receiving the information;
3. CONTENT - the information being transferred.
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Figure 3.6: Basic Concepts

3.2.1.2. FACTS

A fact is a statement. Most facts are stated implicitly in the network through the use of
s-links. The HAS s-link from RELATIONSHIP to PARTY1 , for example, can be seen as
representing the fact that PARTY1 is a part of RELATIONSHIP. The FACT node, on the
other hand, represents explicitly stated facts. Descendents of the FACT node represent
statements such as;

Bob has given the money to Sue

A legal obligation exists
A moral obligation exists

3.2.1.3. THINGS

A THING is an entity or physical object. According to Figure 3.6, THING has one role
which Sherlock is concerned with: EXPECTATIONS. EXPECTATIONS are descendents of
facts which one would expect to be true if a particular thing exists. For example, if ice
exists in a particular place, one would expect it to be cold in that place.

One subtype of THING illustrated in Figure 3.6 is RELATIONSHIP. As with the primitive

concepts, RELATIONSHIP is not really defined. All Sherlock knows is that a
relationship has two roles: PARTY! and PARTY?2.
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3.2.2. AGREEMENT

The concept of agreement is mentioned in the text, but not defined. The author of the
consideration text is relying on the reader's knowledge of the concept of an agreement,
defining contract only in terms of how it differs from any other kind of agreement. The
Tepresentation of agreement in Sherlock's semantic network is illustrated in Figure 3.7.

relationship
[agreement]

Figure 3.7: Representaton of Agreement

AGREEMENT is a specialization of RELATIONSHIP, and thus inherits the two roles:
PARTY! and PARTY2. In addition, AGREEMENT has two new roles: MTRANS! and
MTRANS2. Although not shown in Figure 3.7, each mtrans is a specialization of

MTRANS1, MTRANS2 and AGREEMENT are represented at this level in order to indicate
the relationship between them in an agreement.

Figure 3.7 indicates that the FROM role of MTRANS1 is equivalent to PARTY1 in an
agreement, and the TO role is equivalent to PARTY2. The reverse is true for MTRANS2.
In other words the agreement consists of two communication acts, one from party! to
party2, and the second from party2 to partyl. In the proto-typical agreement the
content of the second communication is some kind of affirmative, indicated by the
EQUIVALENT link between MTRANS2:CONTENT? and "YES".

3.2.3. PROMISE

The representation of a promise is illustrated in Figure 3.8.

3The colon is used as a shorthand for referring to the role of a specific node. MTRANS2:CONTENT
refers to the CONTENT role of MTRANS?.
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PROMISE is a type of MTRANS whose
CONTENT role consists of PR-ACT (the act
that is being promised) and PR-CONDITION

(condition for the promise). The FROM
and TO roles of MTRANS are also inherited
by PROMISE, but are not explicitly
represented since there is no special
information about them which has to be
indicated at the level of PROMISE. The
PR-ACT is an act whose ending time is in
the future (not shown in the figure). The
PR-CONDITION role is for any conditions
which are communicated as part of the
promise. For example, John promises
Mary that he will go to the museum with
her if it is raining. In John's promise
going to the museum is the PR-ACT;
raining is the PR-CONDITION. Figure 3.8: Representation of Promise

Not every promise will have a condition, but the role is there if it is needed. The
representation at this level tells the network that if there is a condition, it is also a
condition of the PR-ACT, indicated by the GENERALIZATION link from PR-CONDITION
t0 PR-ACT:CONDITION,

3.2.4. CONSIDERATION
The text's representation of consideration is illustrated in Fi gure 3.9.
Consideration must: (a) be lawful

CONSIDERATION is a specialization of LEGACT which is a type of ACT. LEGACT and
ILLEGACT are two mutually exclusive sub-types of ACT as are RECQACT (required act)
and OPTACT (optional act). Notice that the network has no knowledge of what it
means to be a legal act, just that if an act is illegal that it cannot be legal, indicated by the
inhibition node between LEGACT and ILLEGACT.

Consideration may be the giving of another promise, or it may be an act.
Consideration may also consist of forbearance

There are three sub-types of CONSIDERATION: (1) CONS-ACT, consideration which is
an act, (2) CONS-PROM, consideration which is a promise, and (3) CONS-FORB,
consideration which is a forbearance. Each of these is represented as the intersection
between CONSIDERATION and either ACT, PROMISE, or FORBEARANCE. That is,
CONS-ACT represents anything which is both a CONSIDERATION and an ACT. The
three sub-types of consideration are linked to an inhibition node.

(b) require conduct that is not already required by law, or must prohibit conduct
which is not already prohibited by law

The two types of consideration which require conduct are CONS-ACT and CONS-PROM.
The difference between CONS-ACT and CONS-PROM is that CONS-ACT is the conduct
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itself and takes place at the time that the contract is made; in CONS-PROM the conduct is
the content of a prommise and will take place at some time in the future. Thus there is a
GENERALIZATION s-link from CONS-ACT to OPTACT, an act which is optional. But for

CONS-PROM the GENERALIZATION s-link is from CONS-PROM:CONTENT:PR-ACT to
OPTACT.

| Fromisg/ condderation |
 cons-act

A
cons-forb

cons-prom

content

(]

pr-act

Figure 3.9: Representation of Consideraton
or must prohibit conduct which is not already prohibited by law

The only type of forbearance which prohibits conduct is CONS-FORB, and thus this
restriction refers only to CONS-FORB, FORBEARANCE has the role FB-ACT, not
illustrated, which is the act being avoided. The restriction that consideration prohibit

conduct not already prohibited by law is represented by making a GENERALIZATION s-
link from CONS-FORB:FB-ACT to LEGACT.

3.2.5. CONTRACT

The aspects of a contract mentioned in the text are illustrated in Figures 3.10 and 3.11.
A contract is usually an agreement in which, in effect, one party says 1o
another, "If you do this for me, I shall do that for you."” The thing which one
person asks another to do in return for a promise is the consideration.

Contract is represented as a specialization of agreement (Figure 3.10). Subjects

occasionally became confused by the use of the word "usually,"” saying that if a contract
is usually an agreement, but not always an agreement, than it cannot be a sub-type of
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agreement. But "usually" refers to the description of contract which follows. All
contracts are agreements, but they do not all fit this proto-typical description exactly.

agreement
contract p—" S~ moral
obligation
a
mtrans expectations
Gay)
.I @
Cpntent exist moral
obligation
—+ (ag)
promise

party2
\ﬁ@ actor - actor]
@

cons1 cons2

Figure 3.10: Representation of Contract

Since this is the only type of contract the reader is told about, this is the only type of
contract currently represented in Sherlock. The other sub-type of agreement
represented is a moral obligation. If a contract exists there is an expectation that a legal
obligation exists; if there is a moral obligation, there is no expectation that a legal
obligation exists. There is no inhibition node between these two types of agreement,
meaning that it is possible to have a contract which is also a moral obligation.

The role CONTRACT:MTRANS! is inherited from AGREEMENT.
CONTRACT:MTRANS1:CONTENT is inherited from MTRANS, What distinguishes a
contract from other types of agreement (according to the text) is the content of
MTRANS1. MTRANS1 is made up of CONS1 and CONS2, which are both specializations
of CONSIDERATION (the GENERALIZATION s-links to CONSIDERATION are not
illustrated in Figure 3.10). The text only identifies CONS2 as being consideration, but
both are actually consideration. The only restriction on CONS1 is that it must be a
promise, represented by a GENERALIZATION s-link from CONS1 to PROMISE.

If you do this for me, I shall do that for you.
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The relationship between CONS1 and CONS? is illustrated in Figure 3.11.

consi = cons2
results | =
> %0”51 D results
D ¥ one
condition
pr-cdxdition
pr-act \ cons2
™t done

!

consideration

condition |

Figure 3.11: Representation of CONS1 and CONS?

The "if" in the above text indicates that party2's action is a condition of partyl's
promise. This is represented by a GENERALIZATION s-link from CONS2-DONE to
CONS 1:PR-CONDITION (i.., the consideration that is a condition of the promise).
CONS2-DONE is a role of CONS2:RESULTS representing the fact that the conduct
represented by CONS2 has occurred.

What is only implicit in the text is that party2 carries out CONS2 because of partyl's
promise. This is indicated explicitly in Sherlock’s representation by a
GENERALIZATION s-link from CONS1-DONE to CONS2:CONDITION.,

3.3. REPRESENTING ICON INTERPRETATIONS

The concept of an icon must be represented separately from the concepts which the icon
might be used to represent. In Sherlock the interpretation of an icon is represented with
an s-link in the semantic network. This is done by making a GENERALIZATION s-link
from a concept which is a possible interpretation of an icon to the INTERPRETATION-
OF-ICON (IOI) role of the node corresponding to that icon. Figure 3.12 illustrates the
relationship between icons, nodes, and concepts.

53



Graphic Map Samantic Network

represents the
concept of a flower

Real World

Figure 3.12: Icons, Nodes, and Concepts

Elements in the semantic network represent both the icons on Sherlock's screen and
concepts in the real world. In Figure 3.12 FLOWER-ICON represents the icon "Flower"
on the screen, The node FLOWER represents the concept of a flower. FLOWER-ICON
inherits the role IOI in order to represent all of FLOWER-ICON's possible interpretations.
In this case the only interpretation the network knows about is FLOWER. This
interpretation is represented by the GENERALIZATION s-link from FLOWER to FLOWER-
ICON:IOL

In this manner all of the icons presented to the learner for making a graphic map of the
consideration text are represented in the semantic network. Below are examples of how
the consideration text icons are represented.

3.3.1. CONTRACT

As was mentioned in Chapter 2, there are three possible interpretations for the
“"contract” icon. These interpretations are illustrated in Figure 3.13. '

54



contract
icon

contract
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Figure 3.13: Representation of the Contract Icon

CONTRACT represents the concept of a contractual relationship. The weight of .8 on
the s-link from CONTRACT-ICON:IOI to CONTRACT indicates that this is the most
probable interpretation of "contract." The weights on the s-links which represent
interpretations are hand-coded to indicate the frequency of usage of each interpretation
during the pilot studies. The next most likely interpretation of "contract” is MAKE-
CONTRACT, which represents the act of Ccreating a contractual relationship. The least
likely interpretation of "contract” which Sherlock knows about is CONTRACT-
DOCUMENT, which represents a document containing the terms of a contractual
relationship.

In English, the word "contract” can legitimately be used for any of these meanings.
The intended meaning can usually be inferred from the context. For example:

a. "John and Mary entered into a contract” — a contractual relationship;

b. “John showed Mary the contract” — a written document;

c. "John decided to contract with Mary to get the job done" — the act of
making a contract,

On the other hand, a particular context can lead to multiple interpretations. For
example, the sentence "John violated the contract” can mean that:

a.  John destroyed a written document:
b. John set up a contract incorrectly so that it was not valid;
c. John failed to honor the terms of a contractual agreement.

In this context only the third interpretation indicates a correct understanding,

In the graphic mapping task, a learner must interpret an icon with a meaning that is
consistent with the context in which he is using that icon. Sherlock must maintain all
possible interpretations of an icon, and then figure out both the learner's context and his
interpretation.
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3.3.2. PROMISE, ACT, AND FORBEARANCE

As was mentioned above, the generic "promise” icon is sometimes used to represent
examples of consideration which are promises. This use of the generic icon for a more
specialized interpretation also occurs for "act" and "forbearance.” Sherlock's
representation for these three icons is shown in Figure 3.14. The piece of text in
quotes in these figures indicates the actual text writing on the icon being represented.

"Act"
"Forbearance”
o forb
icon orbear
icon -@’»
.6
cons wons
act ford
"Promise”
promise
icon
not-doing iai
/3 K icon |
cons : "Not doing what one has
prom| {promise the right t% do"

Figure 3.14: Representation of Promise, Act, and Forbearance Icons

In each case, the node representing the more generic (i.e., preferred) interpretation of
these icons has the higher weight.

In addition to an icon having multiple possible interpretations, it is possible for a
semantic node to be represented in a graphic map by more that one icon. For example,
the "Not doing what one has the right to do" icon, represented by the NOT-DOING-
ICON, can have the same interpretations as the "forbearance” icon. Multiple icons are
provided in this case because the concept FORBEARANCE is referred to in the
consideration text as both "forbearance" and "not doing what one has the right to do."

3.3.3. ICONS FOR PARTS OF A CONTRACT

To demonstrate how icons map to concepts, Figure 3.15 illustrates the representation of
the icons used to represent parts of a contract.
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Figure 3.15: Icons for Parts of a Contract

The icon "Partyl promise to do something for party2" has two interpretations: CONS 1
and CONS1-DONE which is a role of CONSI:RESULTS. The two interpretations are used
because in English usage the distinction between an act, and the fact that the act has
occurred, is not always clear. Similarly the icon "Party2 does something in return"
may be interpreted as CONS2 or CONS2:RESULTS :CONS2-DONE. The icon "Partyl
fulfills promise” may be interpreted as PR-ACT or PR-ACT:RESULTS:PR-ACT-DONE.

3.4. SUMMARY

The semantic network in Sherlock provides a non-ambiguous means of describing
knowledge. The network can be used by Sherlock to determine the inferences which
are possible given a particular representation. The network consists of nodes which
represent concepts connected by s-links which represent relationships between the
concepts.
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Three types of nodes are used in Sherlock's semantic network:

1. head nodes -- which represent main concepts;
role nodes -- which represent attributes of main concepts;

3. inhibition nodes -- which represent the mutually exclusive relationship
which exists between a given set of concepts.

Sherlock uses four types of s-links:

1. GENERALIZATION s-links -- which indicates the conceptual classes to
which a node belongs;
2. EQUIVALENT s-links -- which indicates pairs of nodes which represent

the same concept;
3. HAS s-links -- which link a main concept to one of its role nodes;
INHIBITION s-links -- which link concepts to inhibition nodes.

The semantic network is used to represent the content of the consideration text, and the
background knowledge necessary to understand the text. In addition the network is
used to represent the icons which the leamer uses in a graphic map. The network is
also used to represent the relationship between these icons and the concepts which they
can be used to represent.
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Chapter 4

Representing
Strategy

4.0. INTRODUCTION

There are three goals in representing strategy in Sherlock:

1. represent the strategy a learner uses to build a graphic map;

2, represent the tutor's knowledge of the strategies learners may use to
build graphic maps;

3. represent the tutor's strategy for tutoring a learner.

Strategy knowledge in Sherlock is represented by condition-action rules. The condition
portion of a rule consists of facts. The action portion of a rule contains actions which
are appropriate if all of the facts in that rule's condition portion are currently true.

It was mentioned in Chapter 1 that a major challenge in learning-strategy research is that
successful learners are usually unable to articulate their strategy for learning. They
cannot explain their strategy because the knowledge necessary to perform a task is
different from the knowledge hecessary to explain the strategy for accomplishing the
task.

Because the two types of knowledge are different, an expert at a particular task may not
make the best teacher for that task. Conversely, the best teacher for a particular task
will not necessarily be the best practitioner of that task.
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To distinguish between the ability to do and the ability to explain, Sherlock's rules are
represented in two distinct representation schemes:

1. The knowledge necessary to perform a task is represented in a
production system;

2. Knowledge necessary to explain the strategy is represented in the
semantic network.

Each of Sherlock's rules is represented in one or both of these schemes, depending on
the use Sherlock must make of that rule.

- If Sherlock needs a rule only to perform a task, it is represented only in
the production system. The rules representing Sherlock's rules for
tutoring are represented only in the production system since Sherlock
must perform the task of tutoring but does not need to explain the task
of tutoring.

- If Sherlock needs a rule both to explain a task and to perform the task,
the rule is represented in both the semantic network and the production
system. Sherlock’s rules for building a graphic map are represented in
both schemes since Sherlock must use them to decide what is
appropriate in a graphic map, and to explain the task of graphic mapping
to the leamner.

4.1. STRATEGIC KNOWLEDGE

Production systems (Newell, 1967) have been popular both as a notation system for
indicating an individual's strategic knowledge and as a cognitive model for human
information processing (Neeches, Langley & Klahr, 1987). In representing a portion
of an individual's knowledge in a production we are saying;

If the condition statements of this production were true...

the individual would take the actions indicated by the action portion of this
production.

An individual's task performance knowledge is represented by a large number of
productions. According to the productions system model, an individual's action at any
given moment of time is determined by the facts that are true at that moment, and the
productions that individual has that match the current true facts.

A basic production system consists of two interacting data structures operated on by a
simple processing cycle. The two data structures are:

1. working memory, consisting of a set of symbolic data items;
2. production memory, consisting of condition-action rules.



4.1.1. WORKING MEMORY

Sherlock's working memory consists of two components:

1. a set of slots and their fillers, which serves as Sherlock's short-term
memory;
2. the semantic network, which serves as Sherlock's long-term memory.
4.1.1.1, SHORT-TERM MEMORY
The short-term memory consists of variables such as:
*current-goal* ;This is the goal that Sherlock is currently
attemnpung to satisfy.
*plan-used* ;This is the plan that Sherlock believes the
learner used to make the current gm-link.
*sherlocks-move* ; This is the plan that Sherlock would have used
to link the two icons which the learner just
linked.

This type of working memory is typical of most production systems. These elements
are directly accessible to the production system, and most easily modified by the
production system. It is straightforward to determine if an antecedent which relates to
short-term memory is satisfied.

4.1.1.2. LONG-TERM MEMORY
Allowing the production system to use the semantic network as part of working
memory is a more complicated process. This use of the semantic network necessitates
capabilities that allow consequents of productions to initiate spreading activation, and
antecedents to compare activation patterns. These capabilities are novel features added
to Sherlock, not available in Gasser's network package
In order for productions to compare activation patterns, Sherlock first translates
activation patterns into facts in short term memory. The facts can then be used directly
by the production system.
4.1.2. PRODUCTION MEMORY
Sherlock's production memory consists of rules of the form:

IF <circumstances>

THEN <do action>

Each rule has a strength component, indicating how good the rule is. Rule strength
ranges from -1 to +1. Rules with a strength of less than zero are considered buggy.
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Sherlock has buggy rules only in the representation of the graphic mapping strategy.
These buggy rules are hand coded in Sherlock to represent the faulty reasoning that
subjects used in constructing graphic maps in the initial pilot studies. Sherlock can
sometimes infer a learner's faulty reasoning, but it has no ability to explain why it is
faulty. If Sherlock can match the leamer's reasoning against one of the known buggy
rules, however, it can use the canned explanation hand coded for that buggy rule.

Unlike Sherlock, human tutors are usually able to decide why incorrect reasoning is
incorrect. Similar to Sherlock, however, a human tutor will also have memory of
previously encountered faulty reasoning. If a human tutor recognizes faulty reasoning
as being an example previously encountered faulty reasoning, she may, as does
Sherlock, use an explanation that had been used before.

4.2. KNOWLEDGE ABOUT STRATEGY

Rules which Sherlock must be able to "think about" are implemented as nodes in the
semantic network. This implementation enables Sherlock to model thinking about
actions as opposed to just deciding what action to take given a set of circumstances. A
rule is represented in the network as a node with two roles: ANTECS (antecedents) and
CONSEQS (consequents) (Figure 4.1).

rule

(as)
conseqs

antecs

Figure 4.1: Rule as a Node

Each rule Sherlock knows about is a specialization of RULE. The antecedents of each
rule are represented as roles of that rule with GENERALIZATION links to the ANTECS
role of RULE. Similarly the consequents of each rule are represented as roles of that
rule with GENERALIZATION links to the CONSEQS role of RULE.

One of the rules for making an 1S-A gm-link is illustrated in Figure 4.2 as it is
represented in the semantic network. 1S-A-RULE has two roles which are
specializations of RULE:ANTECS. These roles are specialization of the facts: X-IS-Y and
Y-UNLIK-X. The meaning of these facts will be discussed below.
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Figure 4.2:15-A Rule a3 a Node

IS-A-RULE has one role, which is a specialization of RULE:CONSEQS, which is a
specialization of the act of making an i$-A gm-link.

The weights on the s-links going from the roles to IS-A-RULE represent, as do all
weights on HAS s-links, how salient 3 characteristic this role is for the rule. In other

production system uses an all-or-nothing approach to matching productions. A rule
either fits the current situation, or it does not. A task is no longer automatic when we
Stop to think about it. In Sherlock's model when reasoning about the task ig required,
the rules in the semantic network are used.
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4.3. SHERLOCK'S STRATEGY FOR CONSTRUCTING A GRAPHIC

4.3.1. ANTECEDENTS

MAP

The rules for making gm-links use thirteen facts as antecedents. These facts are
represented as nodes in the semantic network that are descendents of FACT. The
thirteen fact nodes, and their meaning are:

.

10.

11.

12.

X-Is-Y
YISX
X-NOT-Y
Y-NOT-X
X-MAYBE-Y
Y-UNLIK-X
EQ-CH
X-HAS-Y
X-COND-Y
Y-EXPECT-X
Y-RESULT-X

SAME-CONC

There is a high probability that any
concept which is an X will also be a

There is a high probability that any
concept which is an Y will also be a
X.

There is little probability that any
concept which is an X will also be a
Y.

There is little probability that any
concept which is an Y will also be a
X.

It is possible that any concept which
isan X willalsobe a Y.

The probability that a concept which
is a Y is also an X is less than the
probability that a concept which is an
Xisalsoa,

The probability that Y is an X is equal
to the probability thatan Xisa Y.

There is a high probability that any
concept which is an X will have an
attribute whichisa Y.

There is a high probability that any
concept which is an X is also a
concept which is a CONDITION of Y.

There is a high probability that any
concept which is Y is also a concept
which is an EXPECTATION of X.

There is a high probability that any
concept which is Y is also a concept
which is an RESULT of X.

X and Y are the same concept.



13. X-PART It is possible that any concept which
is an X will also be a PART.

4.3.2. RULES

The following are rules for constructing a graphic map. All of these rules are illustrated

as explicit rules although they are actually represented in both the production system
and the semantic network.

Each of these rules has an additional antecedent which is not listed. This antecedent

states that the current goal is to make a gm-link between icon-X and icon-Y. X and Y
in the antecedents refer to the current interpretations of icon-X and icon-Y.

4.3.2.1, RULES FOR MAKING AN IS-A GM-LINK

Figure 4.3 contains Sherlock's rules for making an IS-A gm-link.

is-a-rule

IF X-is-Y
and Y-unlik-X
THEN make an IS-A gm-link from X to Y

weak-is-a-ruie
IF X-maybe-Y
and Y-unlik-X
THEN make an IS-A gm-link from X to Y

Figure 4.3: Rules for Making an 1S-A OGm-Link

IS-A-RULE represents Sherlock’s basic rule for making an IS-A gm-link. An IS-A gm-
link is appropriate when X is a member of Y's conceptual class. The best that
spreading activation can do is to indicate the probability that X 'is associated with Y. If
this probability is high, there is a good chance that X is a member of Y's conceptual
class. The probability that an X is a Y, however, will also be high if the two concepts
are equivalent, or if Y is an important member of X's conceptual class. :

By also looking at the probability that a Y is an X, Sherlock can determine which of
these three possibilities is most likely:

1. If it is less likely that a Y is an X, then X is probably a member of Y's
conceptual class;

2. If it is just as likely that a Y is an X, ther X and Y are probably
equivalent;
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3. If is is more likely that a Y is an X, then Y is probably a member of X's
conceptual class.

Thus the second antecedent is needed to ascertain that the first antecedent is due to the
fact that X is a member of Y's conceptual class.

The WEAK-IS-A-RULE is a non-optimal version of the IS-A-RULE. This rule indicates
that X might be a member of Y's conceptual class even if the probability that an X is a
Y 1is low, but existent. It is even more important, however, for Sherlock to know that
this probability is still higher than the probability thata Y is an X.

Figure 4.4 contains buggy rules for making an IS-A gm-link.

buggy-rev-is-a-rule

IF X-is-Y
and Y-unlik-X :
THEN make an IS-A gm-link from Y to X

buggy-half-is-a-rule

IF X-maybe-Y
THEN make an iS-A gm-link from Xto Y

Figure 4.4: Buggy Rules for Making an 1S-A Gm-Link

Use of the BUGGY-REV-IS-A-RULE would indicate that the leamer made an IS-A gm-link
for the right reasons, but made the link in the wrong direction. The BUGGY-HALF-IS-A-
RULE is a buggy version of I1S-A-RULE because it lacks the second antecedent. Use of
this rule might indicate that the learner is not considering the possibilities that X is
equivalentto Y, or that Y is an X.

4.3.2.2. RULE FOR MAKING A NOT GM-LINK
Sherlock knows only one rule for making a NOT gm-link (Figure 4.5).

not-rule

IF X-not-Y
and Y-not-X
THEN make a NOT gm-link fromY to X

Figure 4.5: Rule for Making a NOT Gm-Link



The NOT-RULE simply states that if there is no chance thatan X is a Y, and no chance
thata Y is an X, then a NOT gm-link will be appropriate between X and Y.

4.3.2.3. RULES FOR MAKING AN EQUIV GM-LINK
Figure 4.6 contains Sherlock’s rules for making an EQUIV gm-link.

equal-high-rule

IF X-is-Y
and eq-ch
THEN make an EQUIV gm-link from Y to X

same-rule

IF same-congc
THEN make an EQUIV gm-link from X to Y

Figure 4.6: Rules for Making an EQUIV Om-Link

It was mentioned earlier that when X-is-Y is true, there are three possibilities. The
EQUAL-HIGH-RULE covers the second possibility. The second antecedent states that if it
is also known that the probability thata Y is an X is equal to the probability that an X is
a'Y, then an EQUIV grm-link is appropriate.

SAME-RULE states that when X and Y are the same concept an EQUIV gm-link is also
appropriate. This situation occurs when two icons can be interpreted as referring to the
same concept node in the semantic network.,

Figure 4.7 contains buggy rules for making an EQUIV gm-link.
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buggy-dub-is-a-rule

IF X-is-Y
and Y-is-X
THEN make an EQUIV gm-link from Y to X

buggy-equal-rule

IF eq-ch
THEN make an EQUIV gm-link from X to Y

Figure 4.7: Buggy Rules for Making an EQUIV Gm-Link

The BUGGY-DUB-IS-A-RULE says that if there is a high probability that an X isa Yand a
high probability that a Y is an X then an EQUIV gm-link would be appropriate. The
problem with this rule is that even if the probability is high in both directions, if the
probabilities are not equal, one of the concepts is more likely to be a member of the
other's conceptual class, rather than being equivalent. If the probabilities were both
high and equal, the EQUAL-HIGH-RULE above would have been used.

The problem with the BUGGY-EQUAL-RULE is the inverse of the problem with the
BUGGY-DUB-IS-A-RULE. According to this rule, if the probability that an X is a Y is
equal to the probability that a Y is a X then an EQUIV gm-link is appropriate. If two
concepts are totally unrelated, however, the probabilities will both be zero, and thus
equal. AnEQUIV link would obviously be inappropriate between to unrelated concepts.

4.3.2.4, RULES FOR MAKING GM-LINKS FOR ATTRIBUTES

There are two kinds of gm-links for attributes: PART and PROP. Figure 4.8 contains
the rules for making these gm-links.
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part-rule

IF Y-has-X
and X-part
THEN make a PART gm-link from Y to X

maybe-part-rule

IF Y-has-X
THEN make a PART gm-link from X to Y

prop-rule

IF Y-has-X
THEN make a PROP gm-link from X to Y

Figure 4.8 Rules for Making GM-Links for Atmibutes

The distinction between a part-of relationship and a property-of relationship is
sometimes unclear. Learners are given the following guidelines to help choose between
these two gm-links:

1. PART If one concept is an identifiable physical part of a
second concept, then a PART link is more appropriate

2. PROP If one concept is an attribute which characterizes a
second concept, then a PROP link is more appropriate.

The PART-RULE covers the first guideline. This rule says that if X is probably an
attribute of Y and X is probably a part then a PART gm-link is appropriate. The PROP-
RULE is intended to cover the second guideline. This rule says that if X is probably an
attribute of Y, but there is no evidence that X is a part, then a PROP gm-link is
appropriate.

There are situations, however, where the distinction between a part relationship and a
property relationship is blurred. For example, what is the relationship between "John
throws the ball" and John? Is John a part of the act, or is John a property of the act?
Since there is no actor gm-link, the learner must choose the attribute gm-link which
seems most appropriate. The MAYBE-PART-RULE means that Sherlock will consider
either a PROP gm-link or a PART gm-link as appropriate when there is no evidence that
the attribute is a part of something.

4.3.2.5. RULES FOR MAKING LEADS GM-LINKS

Figure 4.9 contains Sherlock's rules for making a LEADS gm-link.
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leads-rule

IF X-cond-Y
THEN make a LEADS gm-link from Xto Y

result-rule

IF Y-result-X
THEN make a LEADS gm-link from Xto Y

expect-rule

IF Y-expect-X
THEN make a LEADS gm-link from Xto Y

Figure 4.9: Rules for Making a LEADS Gm-Link

Acts in Sherlock have roles for conditions and expectations. The LEADS-RULE says
that if a fact is a condition of an act, then it is appropriate to make a LEADS link from the
fact to the act. Similarly, the RESULT-RULE says that if a fact is a result of an act, then
it is appropriate to make a LEADS link from the act to the fact. The EXPECTATIONS role
of THING is used to represent facts which would be true, if a particular type of THING
exists. Thus if a fact is an expectation of a thing, the EXPECT-RULE indicates that it is
appropriate to make a LEADS link from the thing to the fact.

There is one buggy rule for a LEADS link which Sherlock knows about (Figure 4.10),

buggy-prop-leads-rule

IF X-has-Y
THEN make a LEADS gm-link from Xto Y

Figure 4.1G: Buggy Rule for a LEADS Gm-link
The PART-LEADS-RULE has the same antecedent as MAYBE-PART-RULE and PROP-

RULE, but results in a LEADS gm-link. This particular rule is included in Sherlock's
knowledge because it represents a common misuse of the LEADS link.
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4.4. SHERLOCK'S STRATEGY FOR TUTORING

4.4.1. ANTECEDENTS

Below are the short-term memory elements which are used by the tutoring strategy

Tules:

*from-icon*

*from-icon-children*
ok

*goal*
eq-goal?
*sherlocks-move*
production-link

*link-made*
*plan-used*

*plan-used-status*

*new-interp*
*possible-prods*

*why-wrong-learners-plan*

4.4.2. RULES

the icon at the beginning end of the current gm-
link (also *to-icon*);
list of possible interpretations for *from-icon*

which have not already been tried (also *to-
icon-children*);

The "from" concept, that is, Sherlock's current
Interpretation of *from-icon* (also *t* for the
"to" concept);

list of goals which Sherlock is currently
working on;

retumns true if its argument is the first goal on
the list;

the rule Sherlock would have used to link the
current icons;

access function which returns the type of gm-
link which a rule would have led to;

the type of gm-link which the learner made;

the rule which Sherlock has determined that the
learner used to make the current gm-link;

Sherlock's evaluation of the appropriateness of
the rule which Sherlock believes the learner just
used;

Sherlock’s current interpretation of the icons
which were linked;

list of rules for making gm-links which have
antecedents which are currently true;

list of wrong facts which the learner believes,
and which led to the inappropriate rule which
the learner used.

The following are examples of the rules Sherlock uses for tutoring. These rules are
represented only in Sherlock's production system since Sherlock has no need to reason

about its own tutoring strategies.

The rules will be illustrated using the code that

creates the rule in the production system.
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Figure 4.11 contains the Lisp code that implements one of the rules Sherlock uses to
decide initially if the leamer's gm-link makes sense.

(tproduction!
'check~best
]

{
{eg-goal? 'eval-link)

*sherlocks-move*

{(production-link
*sherlocks-move*)
*]link-made¥*)

(eg?

)
'
{(set *plan-used*
*sherlocks—-move*)

(set *plan-used-status*
'ok)
(pop *goal*)

{goal! 'change-net)

)
. 9)

; ¥* ANTECEDENTS *x*

;the current goal is to
; evaluate the link
;sherlock would have

; linked these icons
;sherlock would have

; made the same link

; the learner made

;** CONSEQUENTS **
;conclude that the

i learner used the

; same rule sherlock

; would have used
;conclude that the

;i learner's rule is OK
; remove current goal

: because it has been
; it has been

; satisfied

;add goal to consider

; changing the network
;this rule has a high

; strength so that it
; will always be used
; 1f it is true

Figure 4.11; Check-best Rule

This rule is appropriate if the goal is to evaluate a gm-link, and Sherlock has determined
the rule it would have used to make a gm-link between the learner's two icons
(*sherlocks-move*), and that rule would have led to the same link that the learner made
(*link-made*). In this case Sherlock would assume that the plan that the learner used
(*plan-used*) is the same as Sherlock's plan, and thus that the learner's plan is
acceptable. Sherlock would stop trying to evaluate the link at this point and would
check and see if the use of this plan implies any need to make a change in the semantic
network.

Figure 4.12 contains an example of a rule that alters the semantic network following the
evaluation of a gm-link.
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{(tproduction!
'assign-concept-role
' i ** ANTECEDENTS **
{eg~goal? 'change-net) /the current goal is to
; determine if the
/ network should be

}  changed
(eq? *link-made* 'part) ;the learner made a
; PART gm-link
(eq? *plan-used-status* ithe rule used was
'ok) ;i appropriate for
¢/ these icons
{not ithe role which is the
(eq? f-child-role-t *f*)) ; part is not the from
) ;i concept
' ( ;** CONSEQUENTS **
{(assign-concept ;make an s-link from
f-child-role-t ! the role which is
*from-icon*) ;/ the part to the from
; lcon's ioi role
{pop *goal*) ;remove current goal

;i because it has been

; been satisfied
(goal! 'get-new-move) ;set a new goal to wait
) ; for the learner's

; next move
. 9)

Figure 4.12: Assign Concept Role

When Sherlock is done evaluating a gm-link, the goal is set to change the network.
Setting the goal just means that Sherlock will check to see if a change in the network is
appropriate given the link which the learner just made. This rule only applies if a PART
gm-link is made, and if Sherlock has decided that the link was appropriate.

Whenever a PART link is appropriate, the concept associated with the from-icon is a
child of some role, or is itself a role, of the to-concept. If the from-concept was not
itself the role, then this rule says to make an explicit f from the concept which was the
role to the from-icon's 101 role.

Figure 4.13 contains an example of the rules which check alternate interpretations for
the icons which the learner linked.
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{(tproduction!
'new-from-icon
' ;s ** ANTECEDENTS *x
{eq-goal? 'eval-link) ;current geal is to
; evaluate the link
(<(accuracy *new-interp*) ;using the present
. 8) ; lnterpretations the
; fact accuracy was
; less than 80%

(> (length sthere is at least one
*from-icon-children*) 1) ; more interpretation
) ; for the from icon
'y ;** CONSEQUENTS **
(store-interp) ;remember this interp
(set *possible-prods* ;forget the current
nil) ; analysis
{goal! 'eval-link) ;set a new goal to
i to evaluate the link
{pop ;remove the current
*from-icon~-children*) ; interpretation for

7 the from icon, so
; that the next one
; will now be used

Figure 4.13: New-From-Icon Rule

This rule is appropriate whenever evaluating a gm-link if it has been determined that
agreement between Sherlock’s facts and the learner's facts is less than 80% and there is
still at least one interpretation for the from-icon which has not been considered. If the
rule is used Sherlock will temporarily set aside the interpretation it has been considering
and try evaluating the gm-link from scratch, this time using the next possible
interpretation for the from-icon,

Figure 4.14 contains one of the rules for providing tutoring when text understanding is
diagnosed as part of the problem.
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(tproduction!
'wrong-facts
' i ** ANTECEDENTS *=*
(egq-goal? 'tutor-text) /the current goal is to
/i Provide any
¢ appropriate tutoring
; for the text
*plan-used* ;sherlock found the
¢ rule which the
/ learner used
(> (length sthere is at least one
*why-wrong—learners—plan*) ¢ Wwrong fact which led
0 ¢/ the learner to use
) / this rule

' ;** CONSEQUENTS **
{(output-msg
'{c "You seem to
believe that:" t))
(explain-fact ;generate the wrong
*why-wrong-learners-plan*) ; facts in English
(output-msg
'{t "I do not agree." ))
(run-menu 'ok-menu)
(hide-menu 'ok-~menu)
)
.7

)

Figure 4.14: Wrong Facts

This rule assumes that the goal has already been set to provide tutoring on text
understanding. The other two antecedents state that Sherlock has been able to
determine the plan that the learner used and that there is at least one false fact which the
learner believes, that led to this plan.

4.5. SUMMARY

Strategy rules in Sherlock are represented in two schemes: in a production system and
in the semantic network. The production system represents the knowledge needed to
actually carry out a strategy. It is intended to be efficient, but does not allow reasoning
about the strategy.

Rules encoded within the semantic network represent the knowledge about a strategy.
It is intended to allow reasoning by Sherlock about the strategy, for example, inferring
the reasons for actions. It would be cumbersome, however, for actually directing
action.
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Strategy for constructing a graphic map is represented by rules which indicate an
appropriate gm-link given a set of true facts about the relationship between two
concepts. The rules considered to be good are represented in the production system.
These rules allow Sherlock to determine the type of link it would have made between
the two icons which the learner linked. The good and buggy rules are represented in
the semantic network allowing Sherlock to determine which rule a leamner used.

Sherlock’s strategy for tutoring is represented by rules that indicate appropriate actions
or conclusions given a set of true facts regarding conclusions about the learner's
knowledge. These rules are represented only in the production system allowing the
production system to direct Sherlock’s processing.
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Chapter 5

Spreading
Activation

5.0. INTRODUCTION

Sherlock uses a form of spreading activation originally designed and implemented by
Gasser (1988) and used primarily for classification, determining the appropriate
conceptual classes for an instance or sub-type. But the same process also allows the
network to determine the relationship between two concepts.

Spreading activation accomplishes two functions in Sherlock:

1. The classification capability is used to classify the plan that a learner
used to link two icons as being an instance of one of the plans
represented in the network.,

2. The relationship-finding capability is used to determine the relationship
between two icons, to decide what type of gm-link Sherlock would
have made between the two icons.

Spreading activation is used to model these functions for two reasons:

1. It is an accepted mechanism for modelling cognition (Anderson, 1983:
Gasser, 1988; Sumida, Dyer & Flowers, 1988; Lange & Dyer, 1988);
2. It provides a simple mechanism for determining whether (and how)

two concepts are related.
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The simplest means of finding the relationship between two concepts in a semantic
network is a blind search through all possible paths. But a blind search is efficient
only if all possible paths can be searched simultaneously. Spreading activation in
Sherlock accomplishes the task of searching all possible paths in parallel. Spreading
activation provides a relatively efficient parallel search by controlling the search at the
node level. Each node controls the spread of activation which reaches it. Each node
has enough information to determine what it should do when it is activated.

Because activation is controlled locally, some mechanism must be provided for
attaching any global meaning to activation. The mechanism used in Gasser's network
package is a marker that is assigned to each initial activation. The marker spreads with
the activation, providing a pointer back to the node that was originally activated.
Using markers, links can represent different kinds of relationships by allowing a link
to change an activation's marker, as the activation passes through the link. Just as the
strength of the activation reaching from one node to a second node indicates the
strength of the association between those nodes, the marker reaching the second node
indicates the nature of that association.

5.1. ACTIVATION

Each node can have numerous activation levels, one for each different marker that has
reached it. Each activation level ranges from 0 to 100. Activation spreads in discrete
time steps. At each time step, activation spreads from any newly activated node
through each of that node's outgoing connections. The only exception is that
activation does not spread back through the link it just came from. The strength of the
activation is equal to the original activation multiplied by the weight of the connection
through which it flowed.

When activation reaches a node it will do one of two things:

1. If the new activation has a marker that has already reached that node,
the new activation will be added to the old activation level associated
with that marker, up to the maximum of 100.

2. If the new activation has a marker that has not already reached that
node, a new activation level will be created, associated with the marker
of the new activation, and the strength of the activation reaching the
node.

As was indicated in Chapter 3, the weight of a link will be between 0 and 1. Since the
activation is multiplied by the weight of each link it passes through, and each weight is
less than one, the strength of the activation has a tendency to decay as it spreads. This
tendency to decay insures that activation will not spread indefinitely. The weight of a
link also helps to helps to establish the degree of associativity between concepts.
Since all nodes are part of the same network, it is always possible to find a path from
one node to any other node. But if the path is too long and too indirect the activation
will disappear before it reaches the second node. The shorter the path, and the
stronger the links along a path, the stronger the association between the concepts.
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To demonstrate how activation spreads we will begin with a simple case. In Figure
5.1 the node VERTEBRATE receives an initial activation of 100 associated with marker
A (indicated by "A100" above the node VERTEBRATE in the figure). The choice of
marker designation (i.e., A) is arbitrary.

A100
- - g -9 - 4
animal f«———__{ vertebrate |e—7 bird
3= 25— -

N3

wing

Figure 5.1: Initial Activation

The numbers above and below the links indicate the strength of the connections in each
direction!,

During the first time step, the activation spreads to ANIMAL and BIRD, the two nodes
linked to VERTEBRATE. ANIMAL now has an activation of 90 (.9 * 100) and BIRD
has an activation of 25 (.25 * 100) as illustrated in Figure 5.2. Notice that activation
has not reached WING yet because it is two links away from VERTEBRATE.

A0 A100 A25
- 9 -.9 - 4
aniMal | e [Vrtobrate Jugmmmmdgm] bird
3 25— \
3

wing

Figure 5.2: Time Step 1

5.2. MARKERS

The activations in Figure 5.2 maintained the same marker (A). Normally we would
not know what kind of a path connected VERTEBRATE to BIRD. But we know by
looking at the marker for the activation on BIRD, A25, that the activation originated at
VERTEBRATE, and that it is associated with VERTEBRATE itself, and not some attribute
of VERTEBRATE.

1The strengths indicated are for demonstration purposes only.
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When activation crosses a HAS link the marker changes. If it crosses from a node to
one of the node’s roles, a new marker (in this case B) is assigned as in time step 2,
illustrated in Figure 5.3. If it crosses from a role to the role’s owner it is changed back
to the marker of the original owner, if it that marker is known. Thus we know that if
activation reaches a node with a marker that is different from its source, that it is
associated with a role of the source, rather than an ancestor or descendent of the
source. Here, activation reaches WING with strength of 10 and the new marker B.
The marker B points to WING as its origin and to VERTEBRATE as its original owner.

A90 A100
- -9 -9
animal l—w8— | vertebrate e
3. 25

Figure 5.3: Time Step 2

Crossing a role link is the only way that a marker can change. Thus we do not have to
know the actual path that exists between two nodes. By looking at the activation on a
node we can judge the association that exists between that node and the node that
received initial activation. As indicated above, the strength of the activation
corresponds to the strength of the association. If it has the same marker as the source,
we know it is related to the concept itself. If it has a different marker, we know that it
is related to some attribute of the original concept. We can even compare the marker to

the markers on the roles of the original concept to determine which attribute it is related
to.

This use of markers and activation strengths to establish the relationship between
concepts is demonstrated in section 5.5.

5.3. INHIBITION

When activation reaches an inhibition node, a more complicated process takes place.
An inhibition node represents an exclusive relationship. It indicates that if a concept is
a descendent of one of the nodes attached to the inhibition node, it cannot be a
descendent of any of the other nodes attached to the same inhibition node. Thus, any
evidence that a concept is a member of one conceptual class can be interpreted as
evidence that it is less likely to be a member of any of the other conceptual classes.

To take advantage of this evidence, the activations with the same label on each of the
nodes connected to an inhibition node are compared and adjusted. Basically the
strongest activations are increased, and the weaker ones are dampened. In Figure 5.4
the nodes attached to the inhibition node have the activations indicated at time step n.
(We are not concerned here with how these nodes received their present activations
and, thus, the original source and the nodes and links which would have spread the
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activation to these nodes are not illustrated.) During the next time step the inhibition
node will adjust the activations to the values shown in time step n+1. This process

will be repeated each succeeding time step, taking into account any new activation
which reaches any of these nodes.

A20 > A1S

0 ] wo A ——efow Ao
obin
k
Wran Wren m
time step n i ‘
o time step n+1 %

Figure 5.4: Inhibition

5.4. CLASSIFICATION

To illustrate how these mechanisms for spreading activation can be used to classify a
concept, consider the simplified knowledge pictured in Figure 5.5.

Animal
/_02 Wing
4 /
Fish Bird

e

Figure 5.5: Knowledge of Birds and Fish

Bird-Wing

According to this, all the network knows about are two types of animals: birds and
fish. And the only thing known about these is that a bird has a type of wing.
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Now assume that the network encounters something that it knows is an animal, and
has a wing (Figure 5.6).

Animali

Figure 5.6: A Winged Animal

This instance is represented as ANIMAL1 in Figure 5.7.

Animal

/ 02 Wing
4
il

Fish Bird

Bird-Wing

Animal1 —GEy*t Wing1

Figure 5.7: Representation of Amimall

To classify this instance we place an initial activation on ANIMAL1 (A100) and its role
WING1 (B100) as shown in Figure 5.8. The marker A points to ANIMALL. The
marker B points to WING1 as its origin and to ANIMAL1 as its original owner, since it
is being activated as a role of ANIMALLI,
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Animal

/ 02 Wing
4

Fish Bird

\@ \2.31\

Bird-Wing

A100
Animal1

B100

Figure 5.8: Classification—Initial Activation

During the first time step, the activation from ANIMAL1 reaches ANIMAL with a
strength of 100 since we know it is an animal. Similarly the activation from WING1
spreads to WING with a strength of B100 (Figure 5.9).

A100

Fish Bird

S

Bird-Wing
A100 B100

Animall ~1@;y-

Figure 5.9: Classification —Time Step 1

In Figure 5.10 the activation spreads from ANIMAL down to FISH and BIRD with
smaller strengths (A2). Since the activations on FISH_and BIRD are equal, the
inhibition node they are attached to would not change their activations at this point.
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Meanwhile the activation from WING goes down to BIRD-WING with a small activation
(B10).

A100

Animali

Figure 5.10: Classificaion —Time Step 2
" In Figure 5.11 the activation crosses from BIRD-WING to BIRD.

Since the activation is crossing a role link, the marker changes. Because it is crossing
from a role to an owner, the activation tries to change the marker to that of its original
owner. It was indicated above that the marker B points to ANIMAL1 as its original
owner. Therefore the marker changes to A, the marker associated with ANIMAL1.
Thus the activation reaching BIRD is A2 bringing BIRD's activation to A4.

Figure 3.11: Classification — lime Step 3
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Since BIRD now has a higher activation that FISH, the inhibition node begins to dampen
the activation on FISH and increase the activation on BIRD. In a few time steps the

ge{g;)tk will settle on BIRD by giving BIRD the maximum activation of 100 (Figure

A100
Animal

B100

Animal1 Wing1
Figure 5.12: Classification—Iime Step 4

Because the activation stops spreading with an activation of A100 on BIRD we can
infer that ANIMAL is an instance of BIRD.

5.5. FINDING A RELATIONSHIP

Sherlock uses spreading activation to determine the relationship between two concepts.
The relationship is then used to decide what type of gm-link Sherlock would have
made, and compare that to the learner's gm-link.

In Chapter 4 (4.3.1) the antecedent facts used in Sherlock's graphic mapping strategy
rules were listed. In order to use these rules to choose a gm-link, Sherlock must be
able to automatically infer which of these facts are true of the relationship between any
two concepts. Determining what is true about the relationship between two concepts is
done by activating the nodes corresponding to the two concepts in the semantic
network, and then allowing the activation to spread. Each of the antecedent facts is
defined in terms of the activation pattern we would expect if the fact is true. Sherlock,
then, is able to set each antecedent fact as true or false, depending on whether its
requisite activation pattern is found.

It is assumed that each fact will be true for a range of configurations in the semantic
network. For a definition to be useful it must be:
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a. flexible enough to recognize most configurations in this range;

b. restrictive enough to ignore configurations that are outside of this
range.

The following are the definitions of antecedent facts, in terms of activation patterns.
5.5.1. DEFINING X-IS-Y

X-is-Y is true if activation reaches Y with the same label as X and a strength greater
than *min*. In Figure 5.13 CONTRACT is X and RELATIONSHIP is Y.

16 > *min*

-

relationship | A16

.02 *.4

agreement

.02 ’-4

Start
contract| A100

Figure 3.13: Definition of X-1s-Y

X-is-Y is true for these two concepts because activation reaches RELATIONSHIP with a
strength of 16 and the same label (A) as CONTRACT. X-is-Y will normally be true if Y
is above X in the same inheritance tree. It is possible for X-is-Y to be true if Y is
below X, but only if the two nodes are very close (one or two links apart) and the
links are strong,

Thus X-is-Y does not indicate that X is a member of Y's conceptual class, only that
there is a high probability that anything that is an X will alsobe a Y.

5.5.2. DEFINING Y-UNLIK-X
Y-unlik-X is true if the activation reaching X from Y (with the same label as Y) is less

than the activation reaching Y from X (with the same label as X). In Figure 5.14,
once again, CONTRACT is X and RELATIONSHIP is Y.
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16 > .04

Start
B100 [relationship] A16
.02 *.4
B2 agreement
0 +.4
~ Start
B.042 contract | A100

Figure 5.14: Defining Y-unlik-X

Y-unlik-X is true for these concepts because the activation which reached CONTRACT
from RELATIONSHIP was only .04, which

reached RELATIONSHIP from CONTRACT.

5.5.3. DEFINING X-NOT-Y

X-not-Y is true if no activation reach

and Y is BIRD.

is less than the activation of 16 which

es Y from X. In Figure 5.15 X is CONTRACT

A16 | relationship

.02 +.4

agreement

Start

.02 + 4

A100 contract

animal

.03 *.9

vertabrate

02y14 -9

bird

0<1

Figure 5.15: Defining X-not-Y

X-not-Y is true for these concepts because no activation reaches BIRD from
CONTRACT. Note that an inhibition node is not necessary for Sherlock to decide that

X-not-Y is true.
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5.5.4. DEFINING EQ-CH

Eq-ch is true if the activation which reaches Y from X (with the same label as X) is
equal to the activation which reaches X from Y (with the same label as Y). In Figure
5.16 eq-ch applies to the concepts PARTY 1 and JOHN.

start
Bioo B0
party1 =& »]john
il
A80 8 [ stant
A100
80 ~ 80

Figure 5.16: Defining eqch
Eq-ch is true for these concepts because the activation which reaches PARTY1 from
JOHN is 80, which is equal to the activation of 80 which reaches JOHN from PARTY1.
5.5.5. DEFINING X-HAS-Y

X-has-Y is true if activation reaches Y from X with a different label from X and
activation greater than minimum. In Figure 5.17 X is CONTRACT and Y is PARTY1.

Al6
A40
3.2'> "min*
.02 "4 D<A
AW contract

Figure 5.17: Defining X-has-Y

X-has-Y is true for these concepts because activation reaches PARTY1 from
CONTRACT with a new label and a strength of 3.2 which is greater than minimum.
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5.5.6. DEFINING X-COND.Y

X-cond-Y is true if activation reaches a role of Y from X and that role is a descendent
of ACT:CONDITION. In Figure 5.18 X is CONS1-DONE and Y is CONS2.

activation from
the role of Y

/

E20
act condition

activate this

role ofx,

E100

cons2 condition
A90

start | cons1 \
A100 | done activation
from X

Figure 5.18: Defining X-cond-Y

To determine if X-cond-Y is true, Sherlock checks the roles of CONS2 to determine if
activation from CONS1-DONE has reached any of them. In this case
CONS2:CONDITION has received an activation of 90 from CONS1-DONE,
CONS2:CONDITION is now activated to see if activation reaches ACT:CONDITION.
Since activation reaches ACT:CONDITION, X-cond-Y is true.

5.6. SUMMARY

A knowledge representation must be designed to generate inferences that go beyond
the knowledge that is explicitly represented. To generate inferences we must specify
the processes that operate on the knowledge. Sherlock uses a spreading activation
mechanism to generate inferences from its semantic network.

One goal in Sherlock was to use a process designed for more generic cognition and
determine if the results of that cognition could be used to evaluate a link. The
spreading activation mechanism in Sherlock was designed by Gasser (1988) to
classify concepts. It has been shown, however, that the same network can be used to
determine the strength and nature of the relationship between two nodes.

To determine the relationship between two nodes in the network, Sherlock must
determine what types of paths exist between the two nodes. Spreading activation
provides the most efficient mechanism for finding these paths. Activation spreads in
all possible paths from each of the nodes in parallel. Once activation has stopped
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spreading, Sherlock can determine from the activations that reached the two nodes,
what types of paths exist.

Possible facts about the relationship between two concepts have been defined in terms
of activation patterns in the semantic network. These definitions are able to recognize
most possible network configurations for which the fact is true, while ignoring most
configurations for which the fact is not true. These facts are used as antecedents in the
rules representing Sherlock's strategy for building a graphic map.



Chapter 6
Using Rules

6.0. INTRODUCTION

It was indicated in Chapter 4 that rules in Sherlock are represented in two separate
schemes, each intended for a different function: '

1. rules in the production system are used to model the use of strategy by
both Sherlock and the learner;
2. rules in the semantic network are used to think about the strategy the

learner was using.

The production system is designed to both direct Sherlock's tutoring and to use the
knowledge in the semantic network to decide what Sherlock would have done every
time the learner makes a gm-link. The rules in the semantic network are used to
classify the learner's plan as being an instance of one of these plans.

6.1. MODELLING THE USE OF STRATEGY

Sherlock'’s production system represents its strategic knowledge, that is the knowledge
that controls actions. The rule application mechanism is the process that operates on the
productions, It is the rule application mechanism that actually controls actions, using
the strategic knowledge contained in the production system.

The rule application mechanism uses a simple processing cycle. During each cycle one

production fires, at which point its action portion is carried out. This processing cycle
is started by giving the rule application mechanism a goal. Everything that happens
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during the processing cycles is designed to ry and accomplish this goal. The cycle will
continue to repeat itself until either the goal is accomplished, or the system determines
that it cannot accomplish the goal.

The processing cycle consists of:

1. the match process, which finds productions whose antecedents are
currently true;

2. the conflict resolution process, which selects which of the matching
productons should be used during a given cycle;

3. the act process, which carries out the consequents of the chosen
productions.

The consequents of productions will often direct the system to add or change
information in working memory. Thus during each cycle there is a good chance that
the match process will find different productions whose antecedents are true.

6.1.1. THE PROCESSING CYCLE

6.1.1.1. MATCHING PROCESS

The matching process creates a list of productions that are appropriate for the current
cycle. A production is put on this list of possible productions if it meets two criteria;

1. each of the antecedents of the production can be matched against the
information that is currently in working memory;

2, the production has not already fired for the current goal.

The second criteria is necessary to insure that the rule application mechanism does not
get caught in an endless loop. If a production fired that did not change anything in
working memory, for example, without the second criteria that production would
continue to fire during each succeeding cycle.

6.1.1.2. CONFLICT RESOLUTION PROCESS

The conflict resolution process chooses one rule from the list of possible productions.
If there is only one possible production, there is no conflict. If there is more than one
possible production, Sheriock chooses the production with the highest strength.

To enable Sherlock to abandon goals for which there are no appropriate productions,
Sherlock has the nothing-rule pictured in figure 6.1

The nothing-rule has only one antecedent, T. Since this will always be true, the
nothing-rule is considered for any goal Sherlock is pursuing. Because the nothing-rule
strength is zero, however, any other rule with a positive sirength will be used first. If a
goal has not been satisfied, and there is no good rule left, the nothing-rule will direct
Sherlock to abandon the current goal, rather than firing a buggy rule.
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Figure 6.1: Nothing Rule

In Sherlock's model a buggy rule represents a strategy that an individual has, but no
longer considers appropriate. A bad rule cannot be "erased” from the production
system, instead it is given a negative weight so that it will not be used under ordinary
circumstances.

6.1.1.3. ACT PROCESS

The consequent of each rule in the production system is a list of Lisp expressions.
Once Sherlock has chosen the one rule that will be used for the current cycle, the
antecedents for that rule are executed. That rule is then added to the list of rules that
have been used for the current goal.

The cycle is then repeated. Rules will be considered in the next cycle according to any
changes the preceding rule made in short-term memory or goals.

6.1.2. GOALS

It was indicated above that the function of the processing cycle is to attempt to
accomplish the goal that is given to the rule application mechanism. When the rule
application mechanism begins this goal is called the current goal. During each
processing cycle, one of four situations will exist for the current goal;

1.~ All of the conditions necessary to satisfy the current goal are true: in
which case the goal has been accomplished.

2. All of the conditions necessary to satisfy the current goal are not true,
but the system knows an action that can satisfy some of the conditions;
in which case the system will try that action and then reconsider the
current goal.

3. All of the conditions necessary to satisfy the current goal are not true,
but the system knows a sub-goal that can satisfy some of the conditions;
in which case the system will temporarily make the sub-goal the current
goal.

93



4. All of the conditions necessary to satisfy the current goal are not true,
and the system does not know a sub-goal or action that can satisfy any
of the conditions; in which case the system will abort the current goal.

Sherlock uses a goal stack to keep track of goals. The function of the goal stack is to
insure that the system returns to a previous goal once a sub-goal has either been
accomplished or aborted. The top goal on the stack is the current goal.

Sherlock has productions for the following goals:

make-gm-link choose an appropriate gm-link for two icons;

eval-link evaluate the gm-link that the learner just made;

feedback provide feedback to the learner for the gm-link the

: learner just made;

change-net consider changing the semantic network to reflect the
learner's current beliefs;

find-plan find the plan that the learner used to make the current
gm-link

pick-plan pick from among the possible plans the most likely plan

the learner used to make the current gm-link (used as a
sub-goal for find-plan); -

tutor-text provided tutoring for a misunderstanding of knowledge
contained in the text;
tutor-plan provide tutoring for a misunderstanding of the strategy

for constructing a graphic map.

To illustrate the role of goals in controlling the rule application mechanism, let us
consider Sherlock’s strategic knowledge for tutoring. When the learner makes a link,
the rule application mechanism is given the goal to provide the learner with feedback
(FEEDBACK). In order to provide feedback, Sherlock must know whether the learner's
link was good. Thus during the first processing cycle for the goal FEEDBACK, one
missing necessary condition is knowing if the link is good. To satisfy this condition
there is a producton that says in effect;

If the goal is to provide feedback
and you do not know if the link is good
then put the sub-goal eval-link on top of the goal stack

Now that the current goal is to evaluate the link, the rule application mechanism will
consider productions that can satisfy this goal. A necessary condition for evaluating a
link is to know what the relationship is between the two icons. Sherlock does not

know what the relationship is, but there is a production that can initiate an action to find
this out;

If the goal is to evaluate the link
and you do not know what the relationship is between the icons
then do a spreading activation on the two icons

The above production does not change the goal stack since it directly executes the action
rather than creating a sub-goal. This production does not remove the current goal
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because the action only supplies a necessary condition of the goal, it does not
accomplish the goal. Thus, once this action is complete, the rule application

mechanism will again consider productions for accomplishing the goal of evaluating the
link.

At this point it is possible that sufficient conditions exist for accomplishing the goal of
evaluating the link. For example, if the spreading activation has determined that
Sherlock would have made the same gm-link the learner made, the following
production will fire;

If the goal is to evaluate the link
and you know what kind of gm-link Sherlock would have made
and Sherlock would have made the same kind of gm-link the learner
made
then decide that the learner used the same production Sherlock would
have used
and decide that the plan status is OK
and remove the current goal

If the conditions for this production are not true, other possibilities include;

1. deciding that the learner used an acceptable production that is different
from the production that Sherlock would have used;

2. deciding that the system does not know what production the learner
used, so the system sets a sub-goal to try and classify the learner's plan;

3. deciding that the system does not have enough information to evaluate

the link, so the goal of evaluating the link is abandoned.

Let us assume that the learner made the same gm-link Sherlock would have made, so
that the above production is fired. By identifying the plan and labelling it as OK, this
production has accomplished the goal of evaluating the link. That is why the last
consequent of this production removes the current goal EVAL-LINK.

Once EVAL-LINK is removed from the goal stack, the next goal on the stack,
FEEDBACK, is again the current goal. This time there is a production that recognizes
that there are sufficient conditions for satisfying the goal of providing feedback;

If the goal is to provide feedback
and you do know that the link is good
and you know that the learner used the same production that
Sherlock would have used
then tell the learner that his action was very good
and remove the current goal

Once the current goal FEEDBACK is removed from the stack, there are no goals left on
the stack. When the goal stack is empty the rule application mechanism stops, and
Sherlock waits for the learner to make another gm-link.

Sherlock maintains the goal stack as a list. A sample goal stack is included in the
sample transcript shown in Figure 6.2.
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CYCLE 4 GOALS: ( (FIND-PLAN) (EVAL-LINK NO-
PRODS FIND-PLAN) (FEEDBACK NQOT-EVALD))
PRODUCTION: CHECK-ALL-PLANS

Figure 6.2: Sample Goal Stack

Each goal on the goal stack is represented as a list. The first item on each goal's list is
the name of the goal. The remaining items on the list are the names of the rules that
have already fired for that goal. The first goal on the goal stack list is the current goal,
in this case FIND-PLAN. Since FIND-PLAN is the only item on the first goal's list, we
know that no productions have fired yet for this goal.

Anytime a production sets a new goal it is pushed onto the top of the list. When the
current goal is satisfied, or Sherlock gives up on the current goal, the current goal is
popped off of the list, making the second goal the first and thus the current goal.

The second goal in Figure 6.1 is EVAL-LINK. Sherlock will return to this goal when the
goal FIND-PLAN is popped off the list. We can see in Figure 6.1 that the last time
Sherlock worked on the goal EVAL-LINK two productions were already fired; NO-
PRODS FIND-PLAN. These two productions, then, cannot be considered when Sherlock
returns to this goal.

6.2. MODELLING THINKING ABOUT STRATEGY

Sherlock uses the representation of rules in the semantic network to make inferences
about the strategy that the learner was using. Rules in the semantic network are used to
answer two kinds of questions:

1. Which plan was the leamer trying to use;

2. Why didn't the learner use a more appropriate rule.
6.2.1. DETERMINING THE LEARNER'S PLAN
To decide what rule Sherlock believes the learner was trying to use, the representation

of rules in the semantic network is used. Figure 6.3 contains the representation for
three of the rules for making a gm-link.
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make an
is-a link

make an
equiv link

X-is-Y Y-unlik-X eq-ch
F-is-T F-utﬂik-T
(-SSR T-unlik-F/
an le as

5

A

yoQnseqs

\

is-a rule dub- equal-
is-a-rule high- rule
Figure 6.3: Rule Representation
6.2.1.1, CLASSIFYING THE PLAN

Assume, for example, that the learner makes the EQUIV gm-link shown in Figure 6.4.

-

.

contract

S

agreement

N

J

Sherlock does a spreading activation on the concepts CONTRACT and AGREEMENT to
determine that the following facts are true about the relationship between these

concepts:

Figure 6.4: Contract EQUIV Agreement

F-1s-T
T-UNLIX-F
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The rules in the production system are then used to determine what Sherlock would
have done. Sherlock determines that three rules are potential productions when the
above facts are true:

IS-A-RULE
WEAK-IS-A-RULE
BUGGY-HALF-IS-A-RULE

Of these rules, the first two are non-buggy, and thus represent rules that Sherlock
would have used to link the two icons. Both of the non-buggy rules would have
directed Sherlock to make an 1S-A gm-link between these two icons. There is no
potential production that would have led to the EQUIV gm-link that the learner made.

Since Sherlock would have made a different gm-link than the learner, the leamner is
asked to indicate the reasons he made this link. He gives the following two reasons:

1. A contract is probably an agreement (F-1S-T).

2. The probability that a contract is an agreement is equal to the chance that
an agreement is a contract (EQ-CH).

Sherlock's goal is to classify the learner's plan as being an instance of one of the rules
represented in the semantic network. The first step is to represent everything Sherlock
knows about the learner's plan. This is done by;

1. placing an initial activation on RULE with the label A

2, placing a temporary link! between each of the two facts indicated above
and the ANTECS role of RULE;

3. placing an initial activation on the two facts and ANTECS with the label

4, placing a temporary link between MAKE-AN-EQUIV-LINK and the
CONSEQS role of RULE;

5. placing an initial activation on MAKE-AN-EQUIV-LINK and CONSEQS
with the label C

Figure 6.5 contains the temporary links (displayed as grey links) and activations
indicated above.

IThis is the mechanism in Gasser's network package for simulating the existence of an unknown
concept that you wish to classify.
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B100 make an
] is-a link

C100

make an
equiv link

dub-

ual-
)

Figure 6.5 Tninial Acqvation of Rules

During the first time step the activation spreads to the specializations of the facts and the
action which are rol

es of rules (Figure 6.6). Each rule also receives Some activation
from RULE.

B100 make an
' is-a link C1
X-is-Y Y-unlik-X eq-ch o0

B1 ' make an
uiv link

F-is-T F-uniik-T =3

is” Touhlik-F,
A100 C100
an le 2 nseqs

4
‘ 4 |
as 23 ad) ffa 2 €D ¢
is-a rule dub- equal-
A2 is-a-rule A2 high- rule A2

Figure 6.6: Classifying a Rule — Time Step 1
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The nodes with double boxes (in the figures) are the newly activated nodes, and thus
activation will spread from the nodes in the next time step. In time step 2 the
activations reach the rules as shown in Figure 6.7.

B100 make an
, is-a link
X-is-Y Y-unlik-X eq-ch C100
B T make an
link
F-is-T F-unfik-T equivan f
T-iSSR Tahlik-F/
0 A100 C100
an le nseqs

/ 2
B |
s as) (has as
is-a rule ub- equal- || A11
Ad is-a-rule AS high- rule |

Figure 6.7: Classifying a Rule — 11me Step 2
In the next two time steps, the inhibition node connecting each type of rule will adjust
the activations on the rules. In time step 5 the network will settle on EQUAL-HIGH-
RULE (Figure 6.8).
Sherlock thus concludes that the leamer's plan was an instance of EQUAL-HIGH-RULE.
In the above example, classification was straight forward since all of the roles of the
rule were indicated. The same process, however, will usually find the closest match
when partial information or even contradictory information is available.
6.2.1.2. PROBLEMS WITH RULE CLASSIFICATION

There are two, in some ways opposite, problems with using the classification '
properties of the semantic network to determine which plan the learner has used.
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B100 make an
is-a lin
X-is-Y Y-unlik-X eq-ch C100
B1 f make an
[F-is-T Funik-T equiv link
T-i9R] T dniik-F
0 A100 c100
anges le a nseqs
4
B
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: is-a rule dub- | Ao equal-
A0 is-a-rule high- rufe
A100

Figure 6.8: Classifying a Rule — Time Step 5

6.2.1.2.1, UNABLE TO CHOOSE AMONG EQUALLY VIABLE OPTIONS

There are multiple rules in Sherlock's strategy leading to each gm-link type. Each of
these rules has antecedents that are sufficient conditions for making the link.
Occasionally learners will indicate that they made a gm-link because of all of the
antecedents that would have led to that gm-link type.

When Sherlock tries to classify the plan, each of the rules is equally possible because
all of their antecedents were indicated, and their consequents matched the link the
learner made. Since each of rules receives equal activation, the inhibition node is not
able to assist the network in settling on one of them. Therefore Sherlock cannot decide
what plan the learner was using.

Humans often have multiple reasons for taking a particular action. Assume, for

example, that a human being has the rules listed in Figure 6.9 for leaving the house in
the morning.
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If it is raining
then bring an umbrella

If the clouds are grey
then  bring an umbrella

If the weatherman said it might rain
then  bring an umbrella

If I am travelling to a city where it is raining

then  bring an umbrella
Figure 6.9: Rules for leaving the house in the morning

Imagine that on a particular morning this human being looks out the window and sees
that it is raining. He remembers that the weather man said that it would rain today. He
looks at the clouds and they are a dark grey. To make matters worse, he is flying to
Seattle today. It seems clear that he would take an umbrella, but why?

It is likely that when we have a2 number of competing rules that would lead to the same
action, we recognize that and take the common action without worrying about which
specific rule was most responsible. Sherlock needs to know which rule was used so
that it knows which false facts need to be explained to the learner. But if a number of
rules all lead to the same action, and the leamner believes the facts for each of the rules,
Sherlock has to be able to refute each of the rules in order to convince the learner that
the link was not good.

6.2.1.2.2. SETTLES ON WEAK RULE WITHOUT SUFFICIENT EVIDENCE

The second rule classification problem is the reverse of the above problem. The
network will classify something as an instance of a concept with very little evidence if
there is no contradictory evidence and there is no better possibility. Thus if only a
weak antecedent of one of Sherlock's rules matches the facts which the learner has
indicated, but that fact appears in no other link rule, and the consequent matches the
action the learner took, Sherlock will decide that that is the plan which the learner used.

If we believe that human beings can only be male and female, it takes very little
evidence to convince us that a particular instance is one or the other. The problem in
Sherlock is while Sherlock has to account for the fact that other possible plans exist, it
just does not know what they are. Thus Sherlock may incorrectly decide that the
learner used an instance of one of the known rules, rather than creating a new type of
rule that better describes the rule that the leamner used.
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6.2.2. DECIDING WHICH FACTS ARE PROBLEMS

After Sherlock does a spreading activation to classify the learner's plan, the semantic
network is used to determine which facts may be causing problems. Sherlock looks for
two types of fact problems:

1. false facts that were used to pick the inappropriate plan because the
learner believes them to be true;
2. true facts that that might have led to the appropriate plan if the learner
believed them.
6.2.2.1. FALSE FACTS

To determine which false facts are a problem, Sherlock takes the following steps:

step 1 determine which roles of the learner's plan have an activation
greater than 2, and the same marker that started on ANTECS.

These are the roles which are specializations of facts that the learner indicated are
reasons he used the plan. Roles with an activation of less than 2 probably received
their activation from the rule, and not from any facts that were indicated by the learner.
In Figure 6.8 we see that EQUAL-HIGH-RULE-F-IS-T and EQUAL-HIGH-RULE-EQ-CH
(the two antecedent roles of EQUAL-HIGH-RULE) each have an activation of 4 with the
label B (B is the label on ANTECS).

step 2 Sherlock finds the ancestor of each of the roles found in step
1 that is a descendent of RELATIONSHIP-FACT.
In Figure 6.8 this includes F-IS-T and EQ-CH.
Sherlock’s short-term memory still has a list of facts that are true about the current
relationship.

step 3 Sherlock checks the ancestors found in step 1 to see if they
are on the list of true facts about relationships. If an ancestor
is not true, it is put on the list *why-wrong*.

The list *why-wrong* represents the wrong facts that the learner believes, that led to
the use of an inappropriate plan. In this case the fact EQ-CH is the only fact on the list
*why-wrong*,

6.2.2.2, TRUE FACTS

To determine which true facts are a problem, Sherlock takes the following steps:

step 1 determine which roles of the plan Sherlock would have used
have an activation less than 2.

If a role has an activation of less than 2, then that role was not indicated by the leamer
as a reason he made the link. In Figure 6.8 we see that IS-A-RULE-T-UNLIK-F and IS-A-
RULE-MAKE-AN-IS-A-LINK have no activation.
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step 2 Sherlock activates each of the roles in step 1 to see which
ones are descendents of RELATIONSHIP-FACT. The parents
of these roles are then placed on the list *why-not*

The list *why-not* represents the true facts that the leamer does not believe, that might
have led to the use of the appropriate plan. Sherlock does not have to check to see if
they are true. Since they are antecedent roles of the plan Sherlock would have used,
they must be true. The fact T-UNLIK-F is an antecedent of the plan Sherlock would
have used, and thus Sherlock knows that is it true.

In this case the fact T-UNLIK-F is the only fact on the list *why-not*.

6.2.2.3. PROBLEMS WITH DEFINING FACTS

Sherlock's ability to use a learner's fact beliefs is contingent on receiving an accurate
answer to the question, "Why did you do that?"

Inaccuracies in learners’ answers have been observed in several ways:

1. A learner says one thing (during think-aloud protocols), then picks a
seemingly contradictory fact. :

2. Think-aloud protocols indicate that a learner interprets a fact differently
from Sherlock.

3. A leamer picks two contradictory facts.

A major portion of the problem is the difficulty of expressing Sherlock's facts in natural
language to the learner. The facts are represented internally in Sherlock as specific
activation patterns in the network. But even if a learner has something analogous to

Sherlock’s semantic network, he has no way of observing activation patterns in that
network.

Thus the facts must be stated in the common terms we use to describe relationships.
But this introduces two problems:

1. There is no one-to-one correspondence between natural language
statements and actual relationships.
2. The way that a given relationship is expressed will vary from leamner to

leamer.

6.3. SUMMARY

Rules represented in the production system are used to modet how an individual uses
strategic knowledge to accomplish a task. A three step processing cycle determines
what actions should be taken at any given moment. Sherlock uses this processing cycle
for two purposes:

1. to determine what kind of gm-link Sherlock would make between any
two icons using the productions for making gm-links;
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2. to direct the tutoring session using the productions that represent
Sherlock’s tutoring strategy.

Rules represented in the semantic network allow Sherlock to make inferences about the
learner's knowledge and strategy for constructing a graphic map. Spreading activation
is used to classify the learner’s plan as an instance of one of the rules represented in the
network,

A straight matching of facts and rules is capable of classifying the learner's plan only if
we have a complete and accurate list of the facts that the learner believes. Spreading
activation gives Sherlock the possibility of classifying the plan even if the information
that the learner gives Sherlock is not complete or is inaccurate. Being able to classify
the plan despite faulty information is important since it is difficult for leamners to
accurately assess why they did a particular action. Straight matching is thus ineffective
in a tutoring systems.

Classifying the learner's plan is not essential for recognizing an error, only for more
accurately indicating to the learner the cause of the error. If Sherlock cannot classify a
learner's plan, Sherlock can only indicate to the learner that the plan is not recognized.

Other functions are able to use the semantic network to determine the relationship
between facts and rules.

Two factors cause problems for the processing of rules in the semantic network:

1. the inability of the network to recognize that a concept does not fit any
existing category;

2. the difficulty people have in explaining why they took a particular
acdon.

Both factors also cause problems in human tutoring. Humans have a tendency to try
and fit new experiences into old categories, rather than create new conceptual classes.
The separation of strategic knowledge from knowledge about strategy reflects the
difficulty we have in explaining our actions.
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Chapter 7

Trace and
Implementation of

Sherlock

7.0. INTRODUCTION

Sherlock is implemented in T (Reese, Adams, & Meehan, 1984), a dialect of Lisp
(Weissman, 1967). The program runs on Apollo workstations using a graphics
interface written by Seth Goldman (at the UCLA AI Lab) and Gasser's semantic
network package (1988).

The current version of Sherlock evaluates each link as it is made, The program asks, in
effect, "Is there any reason I would have made that type of gm-link between those two
icons?" If Sherlock cannot find a good reason for the link, an attempt is made to
determine why the leamer made the link. Sherlock will then provide the learner with
feedback based on the diagnosis.

Evaluation, diagnosis, and feedback are controlled by Sherlock’s tutoring strategies,
These strategies are represented in the production system as described in Chapter 4.
The tutoring strategies are an attempt to model the thoughts of a human tutor while
watching a learner build a graphic map. This chapter will describe these tutoring
strategies both in terms of human tutoring and their implementation in Sherlock.
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What follows is a trace of Sherlock as the program evaluates and responds to the links
made by Janey in Chapter 1. Janey began by making the link illustrated in Figure 7.1.

e R

legal
act

consideration
act ~—ET—

\— _J

Figure 7.1 First Link

7.1. DETERMINING THE RELATIONSHIP BETWEEN ICONS

When the learner makes a link, the production system is started with a goal to provide
the learner with feedback.

Figure 7.2 shows the first 2 cycles of the production system.

I-CONS-ACT-ICON -- EQUIVS -> I-LEGACT-ICON
Starting production system,

CYCLE 1 GOALS: ( (FEEDBACK) )
PRODUCTION: NOT-EVALD

CYCLE 2 GOALS: ( (EVAL-LINK) (FEEDBACK NOT-
EVALD))
PRODUCTION: NO-PRODS
[Binding *DEST*]
First propagation: from node CONS-ACT
Initial excitation:
CONS-ACT A

Figure 73: Starting the Production System

For each cycle of the production system the transcript includes the cycle number, the
goal list, and the production which is executed in that cycle. As was described in
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Chapter 6, each goal on the goal list is itself a list. The first item is the goal, the
remaining items are the productions that have already been used for that goal.

In cycle 1 (Figure 7.2) we see that the current goal is to provide feedback, and that no
productions have yet been used for this goal. The production chosen for cycle 1 is
NOT-EVALD. NOT-EVALD says that if the current goal is to provide feedback and you
do ll(lot know what you would have done with these icons, then set a goal to evaluate the
link.

In cycle 2 the goal FEEDBACK remains on the goal list with the production that has just
fired but the current goal is now EVAL-LINK. The production used in cycle 2 is NO-
PRODS which says that if the goal is to evaluate the link and you do not know what you
would have done with these icons, then activate the nodes corresponding to the
strongest interpretations for each of the icons, and allow that activation to propagate.
The last thing that takes place in Figure 7.2 is that the node corresponding to the from-
icon, CONS-ACT, is activated with the label A.

Figure 7.3 contains the transcript describing the results of the first two time steps of
spreading activation after CONS-ACT is activated.

TIME STEZP 1

Inhibiting from CONSIDERATIONS for A
CONS-ACT 100
CONS-PROM 0
CONS-FORB 0

Excitation from CONS-ACT with A
CONS-ACT-ICON::IOI 10
ACT-ICON::IOI 10
QPTACT 40
CONSIDERATION 40

TIME STEP 2
Inhibiting from OPTIONALITY for A

RECQACT 0
QPTACT 40
Excitation from CONS-ACT-ICON: :I0I with A
I0I 4
Excitation from ACT-ICON::IOI with A
ACT 6
IOI 8

Excitation from OPTACT with A
OPTACT-ICON::IOI 4
ACT 10

Excitation from CONSIDERATION with A
RETURN-FOR-PROM-ICON: :IOI 4
CONSIDERATION-ICON: :IQI 4
LEGACT 16
ACT 14

“Figure 7.3: Activation Spreads from CONS-ACT
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During the first time step the inhibition node which connects the types of
CONSIDERATION is activated (Figure 7.4). This activation has little impact since CONS-
ACT already has the maximum activation and there is no activation on CONS-FORB and
CONS-PROM. This inhibition merely insures that if any activation does eventually reach
CONS-FORB or CONS-PROM it will be ignored. Also of no importance in time step 1 is
the activation which reaches the 101 roles of CONS-ACT-ICON and ACT-ICON.

A40

opt
agt A4C

consideration

~ Figure 7.4: Activation During Time Step 1

The important activations in step 1 are those that spread up to OPT-ACT and
CONSIDERATION, the two conceptual classes of which CONS-ACT is a member. In step
2 (Figure 7.5) the activation from CONSIDERATION spreads to LEGACT with a strength
of 16. The activation continues to spread for one more time step, but is of no
importance to this evaluation.

Figure 7.5: Activation During Time Step 2

Once the activation from CONS-ACT stops spreading, Sherlock sets facts about the
"from" icon as being true or false. Each fact is set by examining the current activation
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on certain nodes in the network. The only fact set to true at this point is F-I$-T. F-IS-T
is set by checking the current activation on the “to" node. If there is an activation level
on the "to" node associated with the same marker as the "from" node, and a strength
greater than 2, F-1S-T is set to true. In this case LEGACT has an activation of 16
associated with the A marker, so F-IS-T is set to true.

Figure 7.6 contains the portion of the transcript indicating the spreading activation from
the LEGACT, the node corresponding to the to-icon.

Second propagation: to node
Initial excitation:
LEGACT A

TIME STETP 1
Inhibiting from LEGALITY for A
ILLEGACT O
LEGACT 100
Excitation from LEGACT with A
LEGACT-ICON::IOTI 10
ACT 10

TIME STETP 2 :

Excitation from LEGACT-ICON::I0I with A
I0I 4

Excitation from ACT with A

reached limit

“Figure 7.6: Second Activation

Figure 7.6 indicates that the activation from LEGACT quickly dies out, with nothing of
importance to the present evaluation being activated. At this point facts about the
"from” node are set to true or false. The only fact set to true is T-UNLIK-F. T-UNLIK-F
is set to true if the current activation on "from" node is less than the activation that had
been found on the "to" node following the activation from the "from” node. In this
case CONS-ACT currently has no activation so it is less than the activation that was
found on LEGACT after the first activation.
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7.2. DETERMINING WHAT SHERLOCK WOULD HAVE DONE

Based on the activations of CONS-ACT and LEGACT the transcript in Figure 7.7
indicates that Sherlock would have used IS-A-RULE to make an IS-A link from
"consideration act" to "legal act".

Therefore Sherlock would:

Action:
Make a IS-A link from CONS-ACT to LEGACT
Because of rule: IS-A

Figure 7.7: Sherlock's Conclusion

The IS-A-RULE is shown in Figure 7.8 (repeated from Figure 4.3).

is-a-rule

IF X-is-Y
and Y-unlik-X
THEN make an IS-Alink from XtoY

Figure 7.8: IS-A-RULE

This rule is used because F-IS-T and T-UNLIK-F were found to be true. Thus Sherlock
has instantiated this rule with CONS-ACT as X and LEGACT as Y, making an IS-A link
from CONS-ACT to LEGACT. Sherlock chose this rule because it was the matching rule
in the production system with the highest strength.

For tutoring purposes, Sherlock also remembers any rules which matched but were not
optimal (Figure 7.9).

Less optimal actions include:

Action:
Make a IS-A link from CONS-ACT to LEGACT
Because_  of rule: WEAK-IS-A

buggy moves include:

Action:

Make a IS-A link from CONS-ACT to LEGACT
Because of rule: HALF-IS-A

Figure 7.9: Non-Optimal Rules
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In this case Sherlock found one less optimal rule and one buggy rule. A non-optimal
rule is a rule with a strength greater than or equal to zero but iess than the strongest
matching rule. A buggy rule is a rule with a strength less than zero.

Control now returns to the production system as indicated in Figure 7.10.

CYCLE 3 GOALS: ( (EVAL~LINK NO-PRODS)
(FEEDBACK NOT-EVALD) )

PRODUCTION: FIND-PLAN

CYCLE 4 GOALS: ((FIND-PLAN) (EVAL-LINK NO-
PRODS FIND-PLAN) (FEEDBACK

NOT-EVALD) )

PRODUCTION: CHECK-ALL-PLANS

Figure 7.10: Return to Production System

In cycle 3 the goal is still to evaluate the ink. The rules considered for this goal check
to see if any of the potential rules found in cycle 2 (in this case IS-A-RULE and WEAK-
IS-A-RULE) have consequents that lead to the same gm-link the learner made (i.e.,
CHECK-BEST in Figure 4.11).

7.3. GETTING MORE INFORMATION

Since-neither IS-A-RULE or WEAK-IS-A-RULE lead to the EQUIV link which Janey made,
the production FIND-PLAN is fired. FIND-PLAN sets a new goal to find the plan which
the learner used. The production fired for this goal is CHECK-ALL-PLANS which
generates the menu shown in Figure 7.11.

The likelihood of a legal act balng a consideration act is equal 1o the reverse

Every isgal act is & consideration act

Every consideration act is & legal act

hgalmlndoommmionmnfwmmonmamam

The likelinoad of a lagal act being & consideraton act is not equal 1o the raverse

logal act s another name for consideration act

It is not as likely thai 4 legal act Is a consideration act

DONE [
ABORT
consideration legal
\ act ro— | act

Figure 7.11: Reason Menu
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The CHECK-ALL-PLANS production will direct Sherlock to attempt to classify the
learner's plan by using spreading activation on the plans in the semantic network, and
then to set a new goal to pick which plan the leamner used.

Janey responded to the menu in Figure 7.11 with the choices indicted in Figure 7.12.

3

The likelihood of a lagal act baing & consideration act is equal 10 tha revarse

Every legal act is a consideration act

legal act and consideration act rafer to the same concept

The likelihood of & iegal act being a consideration act is not equal to the revers

legal act is another name for consideration act

consideration - llegal
\_ act_ [~—fEm—~{at|

Figure 7.12: Janey's Answer

7.4. CLASSIFYING THE LEARNER'S PLAN

Sherlock assumes that she has used a rule which has the chosen facts as antecedents
and the act of making an EQUIV link as a consequent. To classify this rule as one of the
Sherlock's rules, Sherlock represents everything known about the learner's rule in the
semantic network (Figure 7.13).

User chose the following reasons:
"It is not as likely that a LEGACT is a CONS-
ACT"
"Every CONS-ACT is a LEGACT"
Initial excitation:

RULE A

ANTECS B

R-T-UNLIK-F B

R~F-IS-T B

Creating temporary links from (R-T~UNLIK-F
R-F~-IS5-T} to ANTECS

CONSEQS C

MAKE-EQUIV C

Creating temporary links from (MAKE-EQUIV)
to CONSEQS

Figure 7.13: Activating Nodes to Classify the Rules
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Sherlock creates temporary s-links from the facts which she has chosen to the ANTECS
role of RULE and from the action she took (MAKE-EQUIV) to the CONSEQS role of
RULE. MAKE-EQUIV represents the act of making an EQUIV gm-link, the link which
Janey made. Each of these nodes receives an initial activation of 100 (Figure 7.14).

make a:(n
. is-a lin
X-is-Y Y-unlik-X eq-ch C100
B10 f make an
Fois-T FunikT Sy Ik
T-is- T-unlik-F,
B100 /N A100 0
antegs le nseqs

as as) (has as) (has 3% (Ras

| is-a rule half- equal-
is-a rule high- rule

Figure 7.14: Tnifial Activation to Classify Rule

T-UNLIK-F is a specialization of the fact Y-UNLIK-X which represents the fact that Y-
unlik-X is true where Y is the concept currently associated with the to-icon (T) and X is
the concept currently associated with the from-icon (F). Similarly F-IS-T represents the
fact that X-is-Y is true for the two concepts associated with the current icons.
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Figure 7.15 shows a portion of the transcript for time step 1.

TIME STEP 1

Excitation from R-T-UNLIK-F with B
WEAK-IS-A-T-UNLIK-F 4
IS-A-T-UNLIK-F 4
X-UNLIK-Y 80

Excitation from R-F-IS-T with B
EQUAL-HIGH-F-IS-T 4
DUB-IS~-A-F-IS-T 4
IS-A-F-IS-T 4
HALF-IS-A-F-15-T 4
X-1S-Y 80
R-F-MAYBE-T 80

Excitation from CONSEQS with C
ACT 40

Excitation from MAKE-EQUIV with C
EQUAL-HIGH-LINK 4
SAME-LINK 4
EQUAL~-LINK 4
DUB-IS-A-LINK 4
MAKE-LINK 40

Figure 7.13: Classifying the Plan - Time Step 1

In Figure 7.15 the activation from the facts spreads to the specializations of those facts
which are specializations of the ANTECS roles of rules. So, for example, the activation
from R-F-1$-T reaches 1S-A-F-IS-T, a specialization of R-F-IS-T which is a role of IS-A-
RULE (Figure 7.16).
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rnaker ai?
is-a lin
X-is-Y eqg-ch C100
B10 mal_<e an
| FisT FooniicT equiv link
B\00
[ T-is: T-unlik-F,
B100 A100 C100
/ antegs ule dQnseqs
4
‘ 4 B 4
as) (has as) (has as s
is-a rule half- equal-
A2 lis-arule A2 high- rule
A2

Figure 7.16: Diagram of Activatons in Time Step T

In time step 1 the activation from MAKE-EQUIV also spreads to the specializations of
MAKE-EQUIV which are specializations of the CONSEQS roles of rules.
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Figure 7.17 shows some of the activation which take place in time step 2.

TIME STETP 2

Excitation from WEAK-IS-A-T-UNLIK-F with B
WEAK-IS-A-RULE 4, mark: A

Excitation from IS-A-T-UNLIK-F with B
IS-A-RULE 4, mark: A

Excitation from EQUAL-HIGH-F-IS-T with B
EQUAL-HIGH-RULE 4, mark: A

Excitation from DUB-IS-A-F-IS-T with B
DUB-IS~A-RULE 4, mark: A

Excitation from IS-A-F-IS-T with B
IS-A-RULE 6, mark: A

Excitation from HALF-IS-A-F-IS-T with B
HALF-IS-A-RULE 5, mark: A

Excitation from EQUAL-HIGH-LINK with C
R-EQUAL-HIGH 5, mark: A

Excitation from SAME-LINK with C
R-SAME 3, mark: A

Excitation from EQUAL-LINK with C
R-EQUAL 3, mark: A

Excitation from DUB-IS-A-LINK with C
R-DUB-IS-A 5, mark: A

Excitation from MAKE-LINK with C
ACT 56

Exciting RULENESS for A

Figure 7.17: Classifying the Plan - Time Step 2

In time step 2 the activation reaches some of the rules from the antecedent roles which
were activated in Figure 7.15. Activation also reaches some rules from the consequent
roles which were activated from MAKE-EQUIV. The activation on each rule at the end of
time step 2 is dependent on:

. the weight of the s-link from the role to the rule (the activation on the
role is multiplied by the weight of the s-link);

2. ‘the number of roles supplying activation to the rule (all activations with
the same marker are added together).

These activations in time step 2 are illustrated in Figure 7.18.
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In time step 3 the inhibition node which
activations on the rules (Figure 7.19).

make an
Is-a link

X-is-Y Y-unlik-X eq-ch C100
B10 Make an
FisT Funik T Zqulv Tk
: B\00
T-is® T-unlik-F,
8100 A100 0
ante. le nseqs
4
4
as as) fhas a as as 5} (ha
is-a rule half- | A2 equal-

A2 is-a rule high- rule
/ A2

Figure 7.18: Diagram of Activations in Time Step 2

Notice in Figure 7.19 that 1S-A-
following two times steps,

TIME S TEP 3

Inhibiting from RULENESS for A
RESULTS—-RULE 0
EXPECT-RULE 0
PROP-LEADS-RULE 0
LEADS-RULE 0
PART-RULE 0
PROP-RULE 0
MAYBE-PART-RULE 0
EQUAL-RULE 0
SAME-RULE 0
EQUAL-HIGH-RULE 25.5
DUB-IS-A-RULE 25.5
REV-IS-A-RULE 0
NOT~RULE 0
WEAK-IS-A-RULE 13.5
IS-A-RULE 37.5
HALF-IS-A 25.5

Figure 7.19: Classifying the Plan - Time Step 3
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network settles on 1S-A-RULE as the most likely classification of the learner's plan
(Figure 7.20).

TIME STEP 4
Inhibiting from RULENESS for A
EQUAL-HIGH-RULE 17.5
DUB-IS-A-RULE 17.5
WEAK-IS-A-RULE O
IS-A-RULE 79.0
HALF-IS-A-RULE 17.5

T IME STETP 5
Inhibiting from RULENESS for A
EQUAL-HIGH-RULE 0.0
bUB-IS5-A-RULE 0.0
IS-A-RULE 100
HALF-IS-A-RULE 0.0

| TFigure 7.20; Classifying the Plan - Time Steps 4 and 3

Control now returns to the production system with the goal to pick a plan (Figure
7.21). The rule PICK-PLAN is fired at this point.

CYCLE 5 GOALS: ((PICK~PLAN) (FIND-PLAN
CHECK~ALL-PLANS) (EVAL-LINK

NGC-PRODS FIND-PLAN) (FEEDBACK NOT-EVALD))
PRODUCTION: PICK-PLAN

CYCLE 6 GOALS: ((PICK-PLAN PICK-PLAN)
(FIND-PLAN CHECK-ALL~PLANS)

(EVAL-LINK NO-PRODS FIND-PLAN) (FEEDBACK NOT-
EVALD} )

PRODUCTION: NOTHING

popping goal because couldn't find anything.
CYCLE 7 GOALS: ( (FIND-PLAN CHECK-ALL-
PLANS) "(EVAL-LINK NO-PRODS

FIND~-PLAN) (FEEDBACK NQT-EVALD))

PRODUCTION: FOQUND-PLAN

Subject used plan: IS-A-RULE

Figure 7.21: Setting *plan-used*
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PICK-PLAN is shown in Figure 7.22.

(tproduction!
'pick-plan
'
(egq-goal? 'pick-plan)

(not *plan-used*)

*possible-plansg*

(>
(cadar *possible-plans*)
*plan-threshold*)

(not (almost-equal?
(cadadr *possible-plans*)
(cadar *possible-plans*)))
)

'

(set *plan-used*
(caar *possible-plans*})
)

. 8)

;** ANTECEDENTS *=*

:/the goal is to pick

i the plan the learner

;7 Just used

iwe do not know which
Plan the learner used

;we have a list of

i possible plans from

i the spreading activ

ithe activation on the

; strongest plan is

/ high

ithere is a big diff

;/ between the activ on

/ the strongest plan

; and the second

/i Strongest plan

;** CONSEQUENTS *=*
idecide that learner
7 used the strongest
/ Pplan

Figure 7.27: Pick-plan Rule

PICK-PLAN fires because there was a clear w

inner in the activation of the rules. Based

on PICK-PLAN Sherlock decides that the learner used an instance of the plan IS-A-RULE,

It should be noted that this classification is made despite the fact that the match is not
complete; the learner did not make an IS-A gm-link which IS-A-RULE leads to. If
Sherlock used a straight matching process, the learner's rule could not be classified in
this case. Using spreading activation Sherlock is able to classify the learner's rule as a
buggy version of a known rule. Sherlock thus has the information necessary to tutor
the learner on the differences between her rule and the known rule.
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7.5. EVALUATING THE LEARNER'S BELIEFS

Now that Sherlock has determined which plan it believes the learner used, it assesses
the learner's fact beliefs (Figure 7.23).

sorting facts:

R-T-UNLIK-F true? #T indic? #T match
R-ANOTHER-NAME true? () indic? () match
R-NOT-EQ-CH true? #T indic? ()
R-SAME-CONC true? () indic? () match
R-F-IS-T true? #T indic? #T match
R-T-IS-F true? () indic? () match
R-EQ-CH true? () indiec? () match

number of matches:86
possible: 7

Figure 7.23: Sorting Facts

The truth value of each fact (rue?) was set during the activation of the concepts for each
of the icons linked. Whether the learner believes a particular fact (indic?) is determined
by doing a spreading activation on all of the facts that the learner indicated in the "Why
did you do that?" menu and then checking to see if any activation reached that particular
fact. Sherlock then compares the truth? value for each fact with the indic? value for that
fact. If both are true (meaning the learner believes the fact and the fact is true) or both
are false (meaning the learner does not believe the fact and the fact is false) it is a match,

7.6. PROVIDING FEEDBACK

The production system now pops the goal to evaluate the link (cycle 8 in Figure 7.24).
This returns to the original goal of providing the learner with feedback. There are
productions for this goal which check alternate icon interpretations if that is appropriate.
The production NO-ALT-FROMS (cycle 9 in Figure 7.24) fires at this point because there
are no alternate interpretations, and sets the current assessment of the learner's fact
beliefs as final.
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CYCLE
PLAN)

8 GOALS:

NOTHING

popping goal because couldn't find anything.

CYCLE 8 GOALS:

PRODUCTION: NO-ALT-FROMS

CYCLE 10 GoaLs:

ALT-FROMS) )

PRODUCTION: BAD-PLAN

CYCLE 11 @GOALS: ( (TUTOR-PLAN)
NOT-EVALD NO-ALT-FROMS

BAD-PLAN) )

PRODUCTION: PLAN-TUTOR

{ (EVAL-LINK NO-PRODS FIND-
(FEEDBACK NOT-EVALD))
PRODUCTICN:

( (FEEDBACK NOT-EVALD) )

((FEEDBACK NOT-EVALD NO-

(FEEDBACK

Figure 7.24: Calling the Plan Tutor

In cycle 10 (Figure 7.24) the production BAD-PLAN fire

learner used should not have |

The contents of BAD-PLAN are shown in Figure 7.25.

s because the plan which the

ed to the gm-link which the learner made.

(tproduction!
'bad-plan

"
(eg-goal? 'feedback)
*plan-used*

(or
{<
(rule-strength
*plan-used~)
0)
(neq?
(production-link
(get-production
- *plan-used*))
*link-made*)
)
)
'
(goal!
)

'tutor-plan)

.8)

i ** ANTECEDENTS **

;the goal is to provide
i feedback

iwe know the plan which
i the learner used
;seither:

; the rule was buggy

;Or
; the link made was
was not the link the
rule should have led
to

e wa wa

i ** CONSEQUENTS *x*
/set the goal to offer
i tutoring regarding
; the plan

Figure 7.25: Bad-Plan
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The first goal to fire for the goal TUTOR-PLAN is PLAN-TUTOR (cycle 11 in Figure
7.24). PLAN-TUTOR generates the feedback shown in Figure 7.26

- N

_\f(ou used the plan:
i

everyxisay

itis not as likely thatay is a x
then

make an EQUIV link from x to y
that is not a good plan

consideration legal
act

act [ REE—*

N _/

Figure 7.26: Plan Feedback

Notice that Sherlock lists the antecedents from the plan which it believes the learner
used, but the consequent refers to the gm-link that was actually made.

. In Figure 7.27 the production SUGGEST-LINK is fired. The contents of SUGGEST-LINK
are shown in Figure 7.28.

CYCLE 12 GOALS: ({TUTOR-PLAN PLAN-TUTOR)
(FEEDBACK NOT-EVALD NO-ALT-FROMS
BAD-PLAN))

PRODUCTION: SUGGEST-LINK

CYCLE 13 GOALS: ((TUTOR-PLAN PLAN-TUTOR
SUGGEST-LINK) (FEEDBACK

NOT-EVALD NO-ALT-FROMS BAD-PLAN))
PRODUCTION: NOTHING

popping goal because couldn't find anything.

Figure 7.27: Suggesting the Correct GM-Link
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(tproduction!
'suggest-link
L}

( ;** ANTECEDENTS *=*
(eg-goal? 'tutor-plan) ithe goal is to provide

; plan tutoring
*plan-used* iwe know the plan used
(> ithe plan is good

(rule-strength
*plan-used*)

)
{neq? ithe plan should have
{(production~-link / led to a different
(get-production ; gm=link

*plan-used*))
*link-made*)
)

' i ** CONSEQUENTS ==

(set tmp iset TMP to the gm-1link
(production-1link ; the plan should have
(get-production i led to

*plan-used*)) )
{output-msg

'(t "*****************" t ;suggest that the
"At times like this ; learner use TMP
I would make a " ; 1in the future
tmp " link." t¢) )

{run-menu 'ok-~menu)
{hide-menu 'ok-menu)
)

.6

)

Figure 7.28: Suggest-Link

Suggest-link is fired when considering plan feedback if a plan was found and one of
two conditions is true:

1. the plan found was buggy;
2.  the learner used the wrong gm-link for the plan which was found.
Suggest-link generates the feedback shown in Figure 7.29.
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- D

At times like this | would make an 1S-A link.

consideration legal

act ‘_m—’ act

\_ /

Figure 7.29: GM-Link Suggeston

The production BAD-TEXT sets a goal to consider whether tutoring of the text is
appropriate (cycle 14 in Figure 7.30). BAD-TEXT will fire whenever there is not a
perfect match on the facts. No productions match for this goal, however, indicating
that tutoring of the text is not appropriate here.

CYCLE 14 GOALS: ( (FEEDBACK NOT-EVALD NO-
ALT-FROMS BAD-PLAN))
PRODUCTION: BAD-TEXT

CYCLE 15 GOALS: ( (TUTOR-TEXT) (FEEDBACK
NOT-EVALD NO-ALT-FROMS

BAD-PLAN BAD-TEXT))

PRODUCTION: NOTHING

popping goal because couldn't find anything.

Figure 7.30: Considering Whether to Tutor the Text
Tutoring of the text is appropriate if one or both of the following conditions is true:

I. there are false facts which the learner believes which led to a bad plan;

2. there are true facts which the learner does not believe which would have
led to the plan Sherlock chose.
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Since Janey picked the two facts which would have led to the plan Sherlock chose,
neither of these conditions is true.

Because there were some problems

with this link, the learner is now asked if she wants
to remove it (Figure 7.31). She ans

wers "Yes," and the link is removed (Figure 7.32).

4 ~

YES
Would you like to remove the link?

NO
consideration legal
act M ac

Figure 731 Option to Remove the GM-Link

4 )

consideration legal
act act

N /

Figure 7.32: First Link 1s Removed

At this point the top level goal of providing feedback has been satisfied, so the
production system stops and waits for the learner to make another gm-link.

127



7.7. SECOND ATTEMPT

Janey now makes an 15-A link between the same two icons (Figure 7.33).

consideration legal
ime act

act

\_ /

Figure™¥ 33 Second Link Attemnpt

The production system begins again, as it did for the first link (Figure 7.34).

I-CONS-ACT-ICON -~ PARENTS -> I-LEGACT-ICON

Starting production system.

CYCLE 1 GOALS: ( (FEEDBACK) )

PRODUCTION: NOT-EVALD

CYCLE 2 GOALS: ({EVAL-LINK) (FEEDBACK NOT-
EVALD))

PRODUCTION: NO-PRODS

First propagation: from node CONS-ACT
Initial excitation:
CONS-ACT A

— Figure 7.34 Starting the Production System for Second Link

Once again Sherlock begins by doing a spreading activation on the concepts associated
with the icons. In this case the spreading activation is redundant since these are the
same two concepts Sherlock just processed. But since Sherlock treats each link
independently it begins from scratch,

The results of the activation are the same as in Figure 7.7; Sherlock concludes that it
would have made an I$-A gm-link between the two icons. The difference this time is
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that that is the kind of gm-link which the learner made, so the production CHECK-BEST

fires in cycle 3 (Figure 7.35).

CYCLE 3 GOALS: ({EVAL-LINK NO-PRODS)
(FEEDBACK NOT-EVALD))
PRODUCTION: CHECK-BEST

That is what $ would have done
CYCLE 4 GOALS: ((CHANGE-NET) (FEEDBACK

NOT-EVALD) )
PRODUCTION: NCTHING

CYCLE 5 GOALS: ( (FEEDBACK NOT-EVALD))
PRODUCTION: BEST-0QOK

popping goal because couldn't find anything.

Figure 7.35: End of Evaluation for Second GM-Link

The production CHECK-BEST (contained in Figure 4.11) fires because the gm-link
which the learner made matches the gm-link which Sherlock would have made. This
production directs Sherlock to pop the goal of evaluating the link, since it concludes
that the learner's action is appropriate. The goal is set to consider changing the
semantic network No change in the network is appropriate so this goal is also popped

(cycle 4 in Figure 7.35).
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Finally the productions BEST-OK fires for the evaluation goal, generating the feedback
in Figure 7.36.

7 ™

Very good, that is what | would have done.

legal
act

consideration I
act

= /

Figure 7.36: Final Fecdback

7.8. IMPLEMENTATION OVERVIEW

Sherlock currently works only with the consideration text and, to a limited extent, with
the birds and fish domain used for training.

The representation for the consideration text provides the learner with 26 icons. There
are 150 nodes in the semantic network to represent the consideration text and
background. There are 333 s-links connecting these nodes.

The representation for the birds and fish domain provides the learner with 8 icons. The
representation for the birds and fish domain relies on some of the nodes and s-links
used for the consideration text. In addition there are 28 nodes and 63 s-links added
specifically for this domain.

There are 16 rules in the production system for making gm-links. The representation of
graphic mapping rules in the semantic network uses 115 nodes connected by 216 s-
links.

There are 40 rules in the production system for directing Sherlock's tutoring strategy.
Sherlock uses approximately 3,000 lines of Lisp code in addition to the definitions of

the productions, nodes and s-links. Sherlock also uses Gasser's semantic network
package which comprises approximately 1,300 lines of code.
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7.9. SUMMARY

Sherlock's strategy for evaluating a link and providing feedback is represented in the
production system. The tutoring strategy can be summarized as follows:

L. determine the relationship between the two icons which were linked by
spreading activation from the concepts associated with each of the icons;
2. determine whether Sherlock would have made the same gm-link by

determining whether the production system would lead to the same gm-
link given the current activations in the semantic network;

3. if not, ask the learner why he made the link;

use the learner's answer to classify the leamner's plan as an instance of
one of the known plans;

5. use the learner's answer to determine whether the learner is interpreting
the icons differently from Sherlock by determining if there is a mismarch
between the learner's beliefs and Sherlock's beliefs, and if so evaluate
again using the new interpretation;

6. provide appropriate feedback based on:

a. whether Sherlock would have made the same gm-link;

b. the plan which Sherlock believes the leamer was using;
C. the mismatch between the learner's beliefs and Sheriock's
beliefs.

Chapter 8 will present the results of an evaluation study designed to determine how
effective this strategy is in accurately diagnosing a learner's cognitions.
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Chapter 8

Evaluation of
Sherlock

8.0. INTRODUCTION

The topic of evaluation in artificial intelligence (AI) research is just beginning to receive
attention. DARPA has supported research at UCLA focussed on exploring evaluation
approaches to Al systems (see for example Baker & Lindheim, 1988; Baker, Lindheim,
& Skrzypek, 1988; Dyer & Read, 1988; Skrzypek, Mesrobian, & Gunger 1988).
Others in the AI community are also beginning to describe paradigms for evaluation
(Slagle & Wick, 1988:; Rettig & Bates, 1988). Slagle and Wick describe evaluation
efforts measuring the effectiveness of an expert system application to solve particular
problems. Rettig and Bates similarly discuss criteria for choosing off-the-shelf natural
language systems for particular applications.

However, the topic is not without controversy. An article in the latest issue of AJ
Magazine (Cohen & Howe, 1988), for example, argues that evaluation as it is
understood in the social sciences is inappropriate to Al research.

Part of the controversy may be semantic and hinges on the differences between research
and development processes. The goal of research is to develop or demonstrate new
knowledge. Research is an attempt to define and test a theory. The outcome of
research is intended to be generalizable with a major emphasis on understanding a
phenomenon. While understanding a phenomenon might lead to a more effective
solution to a real-world problem, immediate application is not the goal of research.
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The goal of development is to solve some real-world problem. A real-world problem is
an existing situation that the developers want to change (Cronbach & Suppes; 1969).
Examples of development goals are to design a program 1o teach children to read, or to
develop a new database to meet someone's information need. Evaluation is a part of
the development process. The purpose of evaluation is to assess the effects of the
developed intervention,

The semantic problem occurs when Al research is characterized by phrases such as,
“...a tutoring system which helps novice programmers to learn to program" (Johnson
& Soloway, 1983). At first reading, this statement implies that Johnson and Soloway
are going to build a system designed to solve a problem; teaching novices to program.
In fact, Baker (Baker et. al, 1985) was only able to make sense of Johnson and
Soloway's activities by recognizing that the development goal—the tutoring system—
was really only intended to constrain the problem space by defining a theoretical
problem.

To confuse matters further, Al research usually leads to building something, a
computer program. The existence of an artifact, rather than just a theory, enhances the
perception that the goal is a product to solve the real-world problem. The computer
program, however, may be intended only as a prototype to demonstrate the theory, not
solve the real-world problem.

This confusion between development and research goals is reflected in the Cohen and
Howe article mentioned above. Cohen and Howe propose evaluation as a process to
assess the quality of Al research not development. Their proposal consists of criteria
for each phase of Al research, assessing such attributes as potential contribution to
existing knowledge and generalizability of findings. What they call "evaluation”
processes are standards common to all science-based fields for assessing quality (see,
for example Kaplan, 1964).

The work on Sherlock can be viewed from both research and development
perspectives. The long term goal of Sherlock is to teach people to be better learners.
Thus, at some point an evaluation of Sherlock's ability to achieve this goal will be
appropriate. But the present implementation of Sherlock is only a prototype, intended
to demonstrate a solution to one theoretical problem which must first be solved. That
theoretical problem is the need to understand a learner's current misunderstandings
before attempting to correct them.

Figure 8.1 illustrates the relationship between the research goal (Sherlock's ability to

diagnose a learner's misunderstandings) and the development goal (possible outcomes
of Sherlock's use as a tutor).
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use Sherlock _ :
to build gmof ™|  diagnose - provide
consideration misunderstandings tutoring
text /
improved improved

understanding of

consideration text gm technique

'

build gm
of new text

y

improved
understanding
of new text

Figure 8.1: Relationship Between Intervenin g Vanabiles and Final Outcomes
There are two desired outcomes from an interaction with Sherlock:

1. improved understanding of the consideration text;
2. improved ability to use graphic mapping as a leaming strategy.
The first outcome could be evaluated by testing the learners’ understanding of contract

law following a session with Sherlock, perhaps compared to a control group which
studied the text using an alternate study technique or graphic mapping without

Sherlock.

The second outcome could be evaluated by testing the leamners' understanding of a new
text which was studied using graphic mapping without Sherlock, compared to a control
group which studied the new text, but had no exposure to Sherlock.

Both of these outcomes, however, are contingent on Sherlock's ability to provide
effective tutoring. Since the tutoring component of Sherlock has not been fully
implemented at this time, an outcome evaluation is inappropriate. Sherlock's ability to
provide effective tutoring is contingent on its ability to correctly diagnose the learner's
misunderstandings. Since the diagnosis component has been fully implemented, this
intervening variable can be evaluated.

To evaluate the accuracy of Sherlock's diagnosis a study was conducted in the summer
of 1988. Four subjects were video taped during a two-hour session using Sherlock.
This study built upon the earlier empirical work discussed in Chapter 2.

Recall that in the first pilot study, subjects were observed building graphic maps
without think-aloud protocols. The goal of the first study was to explore the possibility
of inferring a learner’s cognitive structures based on the graphic map he produced.
These inferences were to be confirmed using a posttest on the material being mapped.
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The results of the first study indicated that it was impossible to infer a learner's
cognitive structures based on a finished graphic map. The study did help define the
three aspects of a learner's cognitive structure which had to be modelled in order to
understand graphic mapping

In the second pilot study, subjects were again observed building graphic maps. This
time they were asked to think aloud during the process, and explain the reasons behind
each gm-link made. The goal of the second study was to define a cognitive model for
the task of constructing a graphic map. Sherlock was built based on this model.

In the first two studies, subjects used Sherlock only as a graphic interface to aid them in
constructing a graphic map. There was no interaction with Sherlock as an intelligent
tutoring system. In this third study, subjects were again asked to think aloud while
building a graphic map. At this point Sherlock was capable of analyzing the links that
the subject made and interacting with the subject regarding his reason's for making the
link. The goal was to compare Sherlock's analysis with the experimenter's
interpretations, based on the think-aloud protocols.

8.1. METHODOLOGY

8.1.1. SUBJECTS

The four subjects used in this final study were chosen to represent a range of ages,
educational backgrounds, and computer experience. None of the subjects, however,
had any real knowledge of contract law. The following is a brief description of each
subject;

Becky A 23 year old college graduate with no previous
computer experience.

Janey A 31 year old college graduate with a teaching credential.
She had a little computer experience.

Jennifer A 20 year old undergraduate with a lot of experience
using computers.

Stan ~ A 40 year old Ph.D. with a great deal of experience

using and programming computers.

8.1.2. SESSIONS

Subjects were given the same training and text as that provided in the first and second
pilot study. After the subject made a gm-link, Sherlock would determine whether the
link was appropriate. If the link was determined to be inappropriate, Sherlock would
ascertain the confusion which led to the link. Finally, Sherlock gave some feedback
based on its analysis of the link.
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As in the second study, subjects were instructed to think aloud while building their
map. This protocol now included their thoughts while answering any questions the
computer would ask of them. In addition they were asked to react to any feedback
Sherlock provided. For each feedback item two things were ascertained:

1. Did the feedback accurately reflect what the learner believed?

2. If the feedback was an accurate reflection, was the subject willing to
accept it?

You seem to believe
that all contracts are written a greements

I do not agree
Figure 8.2: Sample Feedback

To illustrate, if the computer provided the feedback in Figure 8.2, the experimenter
asked the subject the following questions:

1. "Did you believe that all contracts are written agreements?"

2. “Are you willing to accept Sherlock's correction, or are you going to
stick to your belief that all contracts are written agreements?”

Subjects were given 90 minutes to make as many links as they could.

8.1.3. ANALYSIS

As a first step, I inferred the subjects’ beliefs looking at their actions and words.
Inferences were made without looking at Sherlock's feedback or the transcript of
Sherlock's processing. There is no claim that the beliefs inferred actually reflect the
subjects' beliefs; only that they represent one human tutor's best guess as to what the
subjects believe. In this chapter, Sherlock's diagnosis will be referred to as correct if it
agrees with these inferred beliefs.

Next, I compared the inferred belief to Sherlock's diagnosis. First I determined if the
feedback provided after the link was consistent with the inferred beliefs. If the
feedback was not consistent, a transcript of Sherlock’s processing of the link was
examined. An attempt was made to determine why Sherlock's diagnosis did not match
the beliefs which had been attributed to the subject. In some instances the diagnosis
had actually matched, but the feedback to the subject was either wrong or non-existent.
Since the goal at this point is to evaluate the program’s diagnostic ability, these were
counted as matches.

As a final step, I looked at the impact of the feedback as a separate issue.

Annotated transcripts for each of the four subjects are included in Appendix C.
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8.2. RESULTS

A total of 70 links were made by the subjects (Table 8.1). Of these, 11 were aborted
before Sherlock's final analysis. These 11 links were aborted because the subject
decided that he or she was doing something wrong. Included in the analysis are the 59
links that the subjects allowed Sherlock to analyze.

completed aborted total
Becky 14 3 17
Janey 10 0 10
Jennifer 19 5 24
Stan 16 3 19
Total 59 11 70

Table &.1: Breakdown of Links

For each completed link, four aspects of Sherlock's evaluation were analyzed:

1. Sherlock's evaluation of the link as a whole;

2, Sherlock'’s evaluation of the subject's knowledge of the text;

3. Sherlock’s evaluation of the subject's use of the graphic mapping
strategy;

4, Sherlock's evaluation of the subject's interpretation of the icons.

For each of these four aspects, links were placed in one of four categories:

1. Sherlock correctly determined that the subject was correct;

2. Sherlock incorrectly determined that something correct was wrong;

3. Sherlock correctly determined that the subject was wrong;

4. Sherlock incorrectly determined that something wrong was correct.
For each of the four aspects, an additional question was answered for any links which
were placed in the third category:

Was Sherlock able to correctly diagnose why the subject was wrong?

8.2.1. EVALUATING SHERLOCK'S DIAGNOSIS

8.2.1.1. OVERALL ACCURACY

Of the 59 completed links, Sherlock determined that 33 (55.93%) were appropriate.
There were actually 32 appropriate links. I classified a link as appropriate if it reflected
a correct understanding of the text and the graphic mapping strategy. Of the 26 links
that Sherlock labelled as wrong, 25 were actually wrong. Thus Sherlock's
determination of whether a link was right or wrong was correct for 96.61% of the links
(Table 8.2).
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For the 25 links which Sherlock correctly determined were wrong, the diagnosis
matched only 56% of the time.

This percentage of match means that Sherlock was able to correctly determine that a link
was right or wrong and provide a correct diagnosis for a total of 77.97% of the links.

# of links % of total
good link correctly identified 32 54.24
good link incorrectly seen as bad 1 1.69
bad link correctly identified
reason found 14 23.73
reason not found 11 18.64
bad link incorrectly seen as good 1 1.69
Total 59 100

Table 8.2: Overall Accuracy of Links

8.2.1.2, ACCURACY OF PLAN DIAGNOSIS

Sherlock sees each link as being the result of just one plan, and that plan as being either
good or bad. Sherlock's decision on whether the plan used in making a link was good
or bad was correct for 83% of the links. This figure is lower than the corresponding
rate for links as a whole due to the much higher false negative rate: 14% versus 2% (see
Table 8.3). Sherlock's accuracy rate for correctly determining if the plan was good or
bad and diagnosing the problem was 81%.

# of links % of total

good plan correctly identified 43 72.88

good plan incorrectly seen as bad 2 3.39
bad plan correctly identified

reason found 5 8.47

~ reason not found 1 1.69

bad plan incorrectly seen as good 8 13.56

Total 59 100.00

Table 8.3: Accuracy of Plan Diagnosis
8.2.1.3. ACCURACY OF FACT DIAGNOSIS

Each link is the result of a number of declarative facts which the subject believes. For
the sake of analysis the whole set of fact beliefs pertaining to a particular link is
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considered to be either good or bad. The set is considered good if there are no relevant
false beliefs that the subject believes and no relevant true beliefs that the subject does
not believe. Relevant here means that the fact affected the link made. A false belief is
only relevant if believing it led the subject to make a bad link. A true belief is only
relevant if believing it would have led the subject to make a better link.

# of links % of total
good facts correctly identified 37 62.71
good facts incorrectly seen as bad 7 11.86
bad facts comrectly identified 13 22.03
bad facts not noted 2 3.39
Total 59 100.00

Table 8.4: Accuracy of Fact Diagnosis

According to Table 8.4, Sherlock's assessment of whether a set of fact beliefs was
good or bad was accurate for 84.7% of the links. Since Sherlock was given no credit
for determining that facts were part of the problem, but not identifying which facts were
the problem, there is no separate statistic as to why a set of facts is bad.

It might be noted that plans were bad about as often as fact sets (24% and 25%
respectively).

8.2.1.4. ACCURACY OF INTERPRETING ICONS

For analysis purposes, links were categorized as resulting from the use of a non-default
icon interpretation if one or both of the icons linked had been interpreted by the subject
in a non-default manner. In fact, no link was made between two icons which were
both interpreted in a non-default manner. Of the 59 links made, less than 20% involved
the use of a non-default interpretation. Of these, only 54% were correctly diagnosed by
Sherlock. Problems in icon interpretations only accounted for diagnosis problems in
8.5% of the links made.

# of links % of total
non-defauit used and found 6 10.17
non-default used but not found 5 8.47
default used and found 47 79.66
default used, non-default found 1 1.69
Total 59 100.00

Table 8.5: Accuracy of Interpreting Icons

According to Table 8.5, there were five instances in which a non-default interpretation
of an icon was used. These include;
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(Janey, link #4) interpreting "condition" as CON-
TRACT:MTRANS1 -- because MTRANS1 states
the condition part (terms) of the contract;

(Stan, link #6) interpreting “contract” as CONTRACT:RESULT -
- this interpretation should have been
anticipated;

(Stan, link #9, 10, & 13) interpreting "consideration forbearance" as

referring to CONSIDERATION or FORBEARANCE
-- believed that they were equivalen.

Each of these three non-default interpretations were unanticipated. That is, they
involved interpretations which Sherlock had not been programmed to consider. Since
Sherlock currently has no ability to consider unanticipated alternate interpretations, it is
not surprising that Sherlock did not find this,

8.2.1.5. IS SHERLOCK ACCURATE ENOUGH?

Accuracy is important in a tutoring system; wrong feedback can have negative impact
on learning. Telling a learner he is wrong when he is right can lead the learner to a loss
of self confidence. Telling a learner he is right when he is wrong can reinforce
incorrect beliefs.

Sherlock was able to correctly determine if a link was right or wrong over 96% of the
time. The question is: Is this accurate enough? One way to answer this is to compare
Sherlock to other forms of instruction.

A human tutor will certainly be more accurate that any machine-based tutor. In terms of
automated tutoring, the highest accuracy can be achieved with: multiple-choice CAI If
the questions and distractor choices in a multiple-choice format are carefully written,
close to 100% accuracy can be reached. The problem is that multiple-choice responses
are the least indicative of what a learner understands,

Open-ended responses can be much more useful for ascertaining what a learner
understands. But if even single-word responses are allowed in CAI the accuracy
dramatically drops because it is difficult to anticipate every potentially correct response,

Sherlock offers a compromise in that there is a finite range of responses possible. That
range, however, is quite large. With 25 icons there are 3600 possible learner actions!.
It would be possible, but very difficult, to record in advance which of the 3600
possible actions is correct. Add the qualifier that certain responses are only acceptable
if the learner is using particular interpretations, and it becomes impossible to completely
anticipate correct responses.

Considering the range of responses allowed, Sherlock's performance is certainly
comparable to any automated tutoring approach that currently exists,

1Each learner action is a possible combination of from-icon, gm-link type, and to-icon. Thus there are
25 (number of possible from-icons) * 6 (number of gm-link types) * 24 (number of possible to-icons)
possible combinations,
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8.2.1.6. IMPLICATIONS FOR SHERLOCK'S MODEL

To assess the implications of these statistics for Sherlock's model we look at the causes
for these errors in diagnosis.

As was indicated above, there were only two instances in which Sherlock made an
error in determining whether a learner's action was right or wrong.

In the first instance the learner was right, but Sherlock thought she was wrong (Janey,
link #4). This error is dye to the fact that the learner is using an icon interpretation

i ot been anticipated — the use of "condition” to represent conditions of a
contract. It is understandable that Sherlock labeled this gm-link as wrong, since it is
questionable whether this is an appropriate interpretation for the icon “condition." It is
clear from the think-aloud protocols, however, that the learner's action reflected a
correct understanding of the text and the graphic mapping strategy which was the
definition of a correct gm-link.

In the second instance the learner was wrong, but Sherlock thought he was right (Stan,
link #9). This error was due to the fact that the learner made the right move for the
wrong reasons. When a student does what the tutor would have done, the tutor
assumes that there is no problem. In Sherlock's case if a combination of strategy, facts
and interpretations can be found which would have led to a link, that link is considered
correct. But it is, of course, possible that the learner used 3 different and wrong
combination to make the link.

In this instance Stan used a unique interpretation for one of the icons and accidentally
made the link in the opposite direction from the one he intended. Sherlock would have
made the same link, in the direction the link was actually made, using the default

Interpretation for the icon. Therefore Sherlock considered the link correct despite the
fact that the link was actually the result of two learner problems

completely clear. Judging from the negative reaction to the "Why did you do that?"
menu (i.e.;,"Oh no, not again") that would seem undesirable.

Most of the errors in diagnosing the reason a wrong link was wrong were due to
problems discussed in previous chapters. These include:
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1. difficuity classifying the rule the subject used:
a.  unable to choose among equally viable options;
b.  settling on a weak rule without sufficient evidence;
inability to consider unanticipated icon interpretations;

3. difficulty determining what facts the subject believes because of how
facts are defined.

The first two problems listed above reflect problems a human tutor also has in trying to
diagnose the reasons for a learner's error. Thus, while they represent short-comings in
Sherlock’s model, they are at least consistent with human performance.

The third problem, however, is much more of a problem for Sherlock than it would be
for a human tutor. While learners will always have trouble being conscious of the
reasons they chose a particular action, this is one case where the lack of a natural
language interface in Sherlock is a handicap. The human wtor can be more flexible in
how facts are presented to the learner, and in interpreting the leamer's answers. And of
course the human tutor has the option of simply asking the learner "Why did you take
that action?" and then understanding the learner's natural language response.

8.2.2. EVALUATING SHERLOCK'S FEEDBACK

As was indicated, the quality of Sherlock's feedback to the learner was not considered
in the above evaluation. In this section I examine feedback as a separate issue and
discuss feedback problems which were uncovered in this evaluation.

A feedback problem is defined as a case in which the proper diagnosis was made, but
not clearly communicated to the learner. There were two types of feedback problems in
this study. The first involved a lack of feedback and was due to two bugs in the
tutoring strategies. The second involved confusing feedback and was a result of the
approach used in Sherlock.

8.2.2.1. MISSING FEEDBACK

‘The missing feedback bug occurred when a link had been initially questioned, and then
determined to be appropriate. This happened when the answers to the "Why did you
do that?" question led Sherlock to conclude that the subject had used an alternate
interpretation of one of the icons. If that interpretation meant that the facts were correct,
and the plan had already been found to be good, Sherlock appropriately determined that
the link was good.

Unfortunately a bug in the tutoring strategy productions prevented Sherlock from
communicating this to the learner (i.e., Becky link, #11). The solution is, of course,
trivial (i.e., fix the bug in Sherlock).
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When considerin £ plan feedback, however, the facts are not considered because there is
only one plan. In addition, this plan is bad or good regardless of whether the facts
which supported it are correct or not. Unfortunately commenting on the plan without
considering facts can be confusing to the learner. A good example of the potential
confusion occurred in response to Jennifer's link #13 (Figure 8.3)

( You used the plan: \

Ifevery XisaY

then make an is-a link from Xto Y
That is not a good plan,

That is too general

Uniess you also know that there is less
chance that a contract is a written
agreement, an equivalent link might be
more appropriate.

\— )

Figure 8.3: Confusing Plan Feedback

This feedback was chosen because Sherlock decided that she has used a buggy plan.
This is part of Sherlock's strategy. It was an accurate diagnosis of the plan which was
used. The second part of the feedback is generated by Sherlock's knowledge of why
the plan is bad. To make it more understandable, this part of the feedback is applied
specifically to the icons which had been linked, instead of using variables,

This feedback implies that knowing how likely it is that a contract is a written
agreement would help you decide whether an is-a link or an €quiv is more appropriate.
This would only be trye if every written agreement were a contract, and that is false.
Actually neither 15-A or EQUIV are appropriate for these icons,

Everything in this feedback is true. And following this, Sherlock does point out that
the fact "Every written agreement is a contract” is false. But at this point it appears that
Sherlock is agreeing that every agreement is a contract and suggesting that an EQUIV
link be made.,
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The problem would be minimized if the plan feedback used only variables. Thus, there
is less suggestion that the feedback applies to the facts.

8.2.2.3, EFFECTIVENESS OF FEEDBACK

As mentioned above, subjects were asked questions regarding the effect of the feedback
on them. Although the present feedback was not intended as effective intervention, it is
interesting to note these results. With very few exceptions subjects did not believe
Sherlock's diagnosis, and thus did not change their beliefs as a result of the feedback.
This seemed to be due to several factors:

1. The diagnosis was incorrect almost half the time. Even though Sherlock
had been correct in rejecting a link, if the reasons given for rejecting the
link were wrong, the subject had trouble accepting the overall rejection.

2. Subjects had been told that Sherlock was an experimental program.
Early CAI researchers had been concerned about false feedback from
automated tutors due to the aura of infallibility which people often
ascribe to computers. Subjects seem to be more aware now of the
limitations of a computer. Being aware of computer limitations and the
experimental nature of the program, subjects seemed quite willing to
reject Sherlock's opinion when it differed from their own.

3. The present feedback merely states that there is a problem. There is little
attempt to explain why it is a problem or to help the learner build up the
necessary understandings.

Despite reporting that they did not believe the feedback, subjects often changed their
thinking as a result of answering Sherlock's questions. These changes are reflected in
a majority of the 11 links which were aborted during the questioning process. This
would suggest that a Socratic approach, which helps the learner question his own
thinking, holds much promise.

8.3. SUMMARY

There is an advantage to multiple choice responses in a conventional CAI system, The
learner is seldom told he is wrong when he is right, which might lead the learner to a
loss of self confidence. The learner is seldom told he is right when he is wrong, which
might reinforce incorrect beliefs. It has been asserted that the advantage in ITS is that a
wider range of responses can be recognized and the tutor can say why something is
wrong. These are important features in a learning system, but the trade-off is an
increased chance of telling the learner he is wrong when he is right, or right when he is
wrong.

Sherlock was able to correctly determine if a link was right or wrong over 96% of the
time. This percentage indicates that whatever diagnostic power is achieved, it is
achieved with very little loss in overall accuracy.

Sherlock's ability to actually diagnose why something was wrong was far more
modest. Only a little over half of the wrong links were diagnosed correctly. It is
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difficult to compare this statistic to that of other approaches to intelligent tutoring
systems as few provide similar statistics.

What is most encouraging is that the problems do not invalidate the model. Most
problems were the resuit of superficial bugs or could be fixed by enhancements to
Sherlock. The problems which did not suggest solutions within the existing model
were of a type which would cause problems for a human tutor. That is, people seem

no more effective at diagnosing what a person is thinking without (and sometimes with)
the benefit of full think aloud protocols.
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Chapter 9

Overview of
Intelligent Tutoring
System Research

9.0 INTRODUCTION

This chapter discusses four major projects which span the 18 year history of work in
intelligent tutoring systems. These four projects are chosen to represent four distinct
approaches to the problem of building an intelligent wtoring system. As each approach
is considered, it will be contrasted with Sherlock.

9.1 SCHOLAR

One of the earliest prototypes for an intelligent tutoring system was Carbonell's
SCHOLAR program (1970). SCHOLAR was designed to teach geography offering
the options of student-initiated, tutor-initiated, or mixed-initiative dialogs. Figure 9.1
contains a sample dialog between SCHOLAR and a learner.

What distinguished SCHOLAR from earlier computer-assisted instruction (CAI) was

that it was knowledge-based rather than program-based. Questions were generated,
and responses evaluated, on the basis of a representation of the domain. This is in
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contrast to traditional CAI in which each question, and the criteria for evaluating the
response to that question, are explicitly indicated by the programmer.

SCHOLAR Approx what is the area of Brazil?
student 2,500,000 square miles.

SCHOLAR Wrong. Please indicats if the following
statement is correct: the area of
Pa_tlraguay is approx 47,432 square
miles.

student What is the area of Brazil?

SCHOLAR The area of Brazil is approx 3,600,000
square miles. Now answer the question
you didn't answer before.

student False

SCHOLAR Rephrase your statement. | can't
understand it.

student Incorrect.

SCHOLAR Very good. The area of Paraguay is
approx 157,000 square miles. The
language in Brazil is French. Right or
wrong?

~ student Wrong.

SCHOLAR: You are correct. The language in Brazil
is Portugess. ...

Figure 9.1: SCHOLAR Dialog

SCHOLAR's representation of the domain consisted of a semantic network (Figure
9.1).

An overlay approach was used for learner modelling. The network was assumed to be
a functional representation of the ideal student, and each new student was assumed to
have this cognitive structure until evidence indicated otherwise.

Sherlock's approach to declarative knowledge is similar to SCHOLAR's. Both use a
semantic network to represent ideal knowledge, and suggest the use of the network for
representing the learner model. SCHOLAR and Sherlock both make an attempt to

categorize a misconception that was evident in a wrong response. The following
taxonomy was suggested by Carbonell for this purpose:

1. Missing information

2. Misfiled fact
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3. Wrong entry

4, Lack of a concept

5. Wrong superordinate

6. Overgeneralization error

7. Failure to draw some superordinate inference

8. Failure to draw some negative inference

state —]

country
superc (o~State independent))

superp continent)
exampés %irgentma bolivia brazil ...

Lo
latitude e

<W -

continent )< %Nw)
: l%?unp%country) )
locatio

uryguay i.s. venezuela

south/ame?é south/america)
Esuperc continent) {!atitude {range -22 -55))
countries ' bordering\countries
uruguay venezuela) (eastem brazil eyzyguay) |

Figure 9.2: SCHOLAR network

Sherlock makes an explicit attempt to identify only three of these misconceptions:

1. missing information;
2, wrong entry;
3. overgeneralization error.

Carbonell suggested using the semantic network to represent the learner model by
modifying the network as new information about the learner became available. This
modelling of the learner would be accomplished by modifying or deleting nodes and
links in the representation of ideal knowledge.
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The problem with this approach to learner modelling is that the same representation is
used to both determine if a response is correct and to represent a learner's
misconceptions. Some means must be provided to differentiate between the learner's
knowledge and correct knowledge. Otherwise a learner's misconception may be used
to validate an incorrect learner response at some later point.

Learner modelling was not implemented in SCHOLAR. The only long-term modelling
Sherlock does in the semantic network is the representation of a learner's interpretation
of icons. The problem of differentiating between the learner's model and correct
knowledge is avoided because the interpretation of icons is neutral. Since no icon
interpretation is considered wrong, it is advantageous that the network uses this aspect
of the learner's conceptions to validate responses.

For a more complete modelling of the leamer, however, Sherlock will have to solve the
problems left by Carbonell. Nodes and links in the semantic network must be marked
as representing either:

1. the tutor's knowledge that the learner does not share;
2, knowledge that the tutor and learner share;
3, the leamner's knowledge that the tutor does not share.

Despite the fact that Carbonell introduced the use of a semantic network in an intelligent
tutoring systems over 25 years ago, semantic networks have not been popular in
tutoring systems since then. There are two reasons for this:

1. It is cumbersome to represent procedural knowledge in a semantic
network (Wenger, 1987);
2. Generating inferences based on inheritance in a semantic network is

complicated (Woods, 1975; Brachman & Levesque, 1985).

Sherlock attempts to solve these problems with two features which most clearly
distinguish Sheriock from SCHOLAR

1. modelling of procedural knowledge in a separate representation;
2. a connectionist approach to spreading activation.

9.2 THE IMPORTANCE OF PROCEDURAL KNOWLEDGE

SCHOLAR was concerned only with the learner's declarative knowledge. This would
seem appropriate to the task of learning facts about geography. However Carbonell
recognized that learners should not only know certain facts but should also have
strategies for making guesses about knowledge they do not have (Carbonell & Collins,
1973).

For example, if the learner wanted to know if country X exports coffee, but has no
explicit fact either stating that country X does export coffee or country X does not
export coffee, what should he conclude? Normally we will not have explicit negative
facts, but does the lack of a positive fact indicate that country X does not export coffee?
One strategy is to determine the likelihood that the positive fact would be known if it
was true. If, for example, we have facts about exports for country X and facts about
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other countries exporting coffee, it is more likely that we would have such a fact for
country X exporting coffee if it was true,

Carbonell and Collins discussed extensions to SCHOLAR which would allow the
system to make these kinds of inferences about its own knowledge. But these were
never implemented. SCHOLAR can only identify the cause of learner errors in terms
of the learner's declarative knowledge.

Intelligent tutoring systems since SCHOLAR have emphasized procedural leaming.
Production systems and goal-plan hierarchies have been found to be better suited than
semantic networks for representing the target knowledge in procedural learning tasks.
This has enabled more recent systems to handle the type of strategic knowledge which
SCHOLAR could not handle. Unfortunately this only reverses the problem, as it is just
as cumbersome to represent declarative knowledge in a production system.

Sherlock is able to use a semantic network because procedural knowledge is
represented in a separate representation.

9.3 GENERATING INFERENCES FROM A SEMANTIC NETWORK

The idea of a semantic network originated with the work of Quillian (1967).
Carboneil's SCHOLAR was one of the first important applications of Quillian's
semantic network. Quillian used a semantic network to simulate the human ability to
compare and contrast arbitrary English words, similar to Sherlock's use of the semantic
network. Similar to Sherlock, Quillian's network determined the relationship between
two concepts using a form of spreading activation to find the intersection, or common
path, between the two concepts.

Although Quillian's networks were successful at finding the relationship between
concepts, they were less successful as a general understanding model. One reason for
the limited success was that Quillian's network, and most early semantic networks,
lacked a defined semantics for the links (Brachman, 1979). There was, for example,
no distinction between general inheritance links and domain-specific links such as
SCHOLAR's location link (see Figure 9.2). As a result there was little direction to the
search, and thus combinatoric problems quickly made search unreasonable.

More recent work on semantic networks has resulted in defined link semantics and a
better definition of the processes which operate on a network. Sherlock is based
largely on Fahlman's NETL (1979). Fahlman's network is organized around what he
calls "virtual copies.” When a sub-type is created it carries with it a virtual copy of any
properties of the parent node. An inherited property is explicitly represented when
some modification on the property is necessary. Fahlman also introduced the idea of
roles, which are full-fledged nodes, as used in Sherlock.

Fahlman used a small set of primitive links which controlled the passing of markers.
Gasser (1988) combined spreading activation with marker passing in his
implementation of CHIE. Built on Fahlman's concept, Gasser added the idea of links
which consisted of weighted connections in each direction and the basic rules for
spreading activation which are implemented in Sherlock.
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9.4 WEST

Burton and Brown (1976) explored the idea of a computer-based coach in WEST.
WEST is an arithmetic game in which the leamer plays against the computer or another
opponent. The goal of their project was to construct an environment in which the
learner is free to explore and learn from mistakes. This type of "discovery learning"
has been shown, in many circumstances, to be more effective than didactic training
(Guthrie, 1967; Wittrock, 1963; Wittrock & Twelker, 1964)., By discoverin g
relationships on his own, the learner is more likely both to remember the relationships.
A more important goal of discovery learning is that by learning to learn on his own, the
learner has a greater chance of discovering new relationships in the future.

The problem with discovery learning is that the learner can spend a lot of time in non-
productive searching. It is possible that the learner will not discover the relationships
for which the discovery learning task was designed. It has also been shown that the
increased effectiveness in future self-discovery is contingent on the leamner's success,
not just the process of discovery learning (Anthony, 1973).

To solve this problem, WEST incorporated an intelligent coaching module to reduce
non-productive searching (Burton & Brown, 1979; Goldstein, 1979). To provide a
balance between open-discovery and guided-leaming, the coaching module employed a
set of pedagogic heuristics. These would take into account such factors as the level of
the learner, how many times a mistake had been made, and the relevance of the mistake
at a particular point in the game.

As a coached discovery learning environment, WEST serves as a proto-type for
Sherlock. The major difference in philosophy involves the amount of coaching which
is deemed desirable. Because WEST was primarily a game, its designers felt that any
intervention should be kept to a2 minimum, so as not to hamper the enjoyment of the
game. In Sherlock, whenever a possible misunderstanding is discovered, the coach
intervenes.

The WEST game involves using randomly generated integers in an arithmetic
expression. The result of the arithmetic expression determines how many spaces the
player's piece moves on the game board (Figure 9.3).

The first player to reach the end of the board wins. The rules of the game require that
the learner consider a number of possible strategies in order to produce the most
desirable move. These rules include:

1. If you land on a town (there is a town every 10 spaces), you
automatically jump ahead to the next town.

2. If you land on your opponent's space when he is not on a town, your
opponent has to go back to the last town.

3. If you land at the top of a short-cut, you automatically jump to the
bottom of the short-cut.
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Figure 9.3: The West Game Board

For each move, the learner must decide which of the following strategies is most
effective;
1.
2.
3.

trying to make the largest number possible;
trying to land on a town;

trying to land on his opponent's space;
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4. trying to land at the top of a short-cut:
Making the optimal move involves picking the right strategy and being able to
manipulate the arithmetic expression to implement the strategy. The arithmetic
strategies which can be used to implement the best move include:
use of parentheses to affect order of operations;
use of zero;
creating negative numbers;
rearranging numbers;
5. multiplying by zero

The coach in WEST watches each move the learner makes. The coach determines
whether the learner's move was optimal, and if not, why the optimal move was not
made. Once the determination is made, the coach decides whether it should intervene
with advice. Figure 9.4 contains sample feedback provided by the coaching module in
WEST.

F O S I (N T

Perhaps you have forgotten that it's OK to
rearrange the numbers.

You couid get to be really good if you tried using
other orderings.

One good example would be the expression:
(2*4)+1,
which would have resulted in a TOWN!

YOU would have ended up at 70 with the
COMPUTER finishing up the turn at 54.

Would you like to take your turn over?

=> YES NO

~ Figure 9.4: Sample Feedback from the WEST Coach

Burton and Brown make a distinction between two approaches to modelling strategic
knowledge:

- "glass box" or articulate model. It is called articulate because it solves a
problem as a2 human would, and can explain each step in human terms;

- “black box" or non-articulate model. Solves problem is the most
efficient manner possible, not necessarily the same way a human would.
This model is not able to explain why it does what it does.
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Their approach is to combine the best of both models in order to diagnose a learner's
move. The "black box" expert is used to efficiently determine the range of optimal
moves. If the learner has not made the same move, the "glass box" expert is used to
explain why the optimal move was not made. The "glass box" expert does not have to

be able to compute an entire move, only to work backwards from a Wwrong move to
determine why it was wrong.

Diagnosis involves comparing each of the learner's moves with what the non-articulate
expert module would do. Each possible move is associated with skills which are
necessary to make that move. It is assumed that a learner who does not make an
available good move is missing these associated skills.

Sherlock also makes this distinction between articulate and non-articulate strategic
knowledge. The two types of knowledge are also used in a similar manner:

1. Sherlock uses the knowledge necessary to perform the task, represented
in the production system ("black box" model}, to determine if the learner
has made a good link;

2. Sherlock uses the knowledge necessary to explain the task, represented
in the semantic network ("glass box" model), to help determine why a
better link was not made.

The major difference is in the implementation of the articulate model. The WEST
articulate model consists only of the issues which would be involved in any given
move, The system does not model how knowledge of those issues interacts with each
other, and the learner's other knowledge, to determine a move. The system therefore
has no way of knowing which of the issues is really responsible for a bad move.

For example, assume that the learner's piece is on a town, and the three integers are:
1,3, and 0. WEST determines that the optimal move is:

0*(1+3)=0
so that the piece lands on the same town and can jump ahead to the next town. If the

learner does not make this move, WEST assumes that the leamer lacks knowledge of
the strategy "multiply by zero results in zero.” But there are two other possibilities:

1. The learner knew that multiplying by zero resulted in zero, but did not
realize that would be the optima! move in this case;
2.  The learner knew that multiplying by zero resulted in zero, but did not

realize that a zero move meant that you "landed"” on the same spot.

In Sherlock the articulate model is implemented as a part of the declarative knowledge
used for the task. Sherlock is therefore able to model how issues interact with other
knowledge to lead to a particular move.
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9.5 ANDERSON'S TUTORS

The Anderson group at Camegie-Mellon University has produced intelligent tutoring
Systems in the domains of LISP programming and geometry (Anderson, Boyle, Farrell
& Rieser, 1984; Anderson, Farrell & Saurers, 1984; Anderson, Boyle & Reiser,
1984). The Anderson tutors are unique in ITS research in that they are complete
systems. Rather than being proto-types intended to demonstrate an approach to one or
two aspects of the tutoring problem, they are functional tutors which are actually used
to tutor. They have thus been able to demonstrate effectiveness in teaching.

One claim of the developers is that their tutors are based on a comprehensive model of
learning: Anderson's ACT* model (1983). The basic framework for this model is
illustrated in Figure 9.5.

A unique feature of Anderson's model is the separation of procedural and declarative
knowledge. Each kind of knowledge is stored in a system best suited for the use of
that kind of knowledge. A production system represents procedural knowledge. The
production system operates on declarative memory which is represented by an
associative network.

Application
Declarative Production
Memory Memory

Stdrage Matc
Retrieval ecution

Working
Memory

f

Encoding Performances

\ 4
Qutside World

Figure 9.5: General Structure of Anderson's Model

One reason for this separation was the observed differences in human acquisition of
declarative and procedural knowledge. It seems relatively easy for humans to learn a
new fact. A comedian recently claimed that television stations in the south sign off by

saying:

It is Ten O'clock...
Do you know what time it is?
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This is only funny because we assume that anyone hearing the first line will obviously
know the answer to the second line. Although we are often unable to retrieve a fact
after any length of time, we can learn the fact just by hearing it.

Learning procedural knowledge, on the other hand, appears to be more difficult.
Anderson hypothesizes that when we are first told how to do something, we store it in
declarative memory. In this form it is difficult to access, and thus carrying out actions
which are stored in declarative memory is slow and stilted. We practice a skill in order
for it to become a part of our procedural memory.

Sherlock’s model of leamning is influenced strongly by ACT*. The distinction between
procedural and declarative knowledge, the design of the representation system for each
kind of knowledge and their interaction all follow the model specified by Anderson in
ACT*,

It might seem that since both Sherlock and the Anderson tutors are based on ACT*, that
the systems would be similar, The Anderson tutors, however, have no representation
for declarative knowledge component of the ACT* model shown in Figure 9.5. There
is thus no attempt to model the acquisition of declarative knowledge or the interaction
between declarative knowledge and procedural knowledge.

The procedural knowledge component, similar to Sherlock, is represented as a set of if-
then rules to guide behavior. Sample productions are contained in Figure 9.6,

P1: IF the goal is to code the second member of a list
THEN use CADR and set a subgoal
to code the list.

P2: IF the goal is to obtain all the elements which have
a relation to any member of a list

THEN use MAPCONC and set as subgoals

1. To code a funtion that will return all the
elements that have a relation to the
argument.

2. To code the list.

~ Figure 9.6: Sample Productions in Anderson's Lisp Tutor

By specifying productions at a low enough level, these systems can pin-point the
specific piece of a process which is missing, and thus provide tutoring. The Anderson
tutors and Sherlock both evaluate a learner's action by determining if it matches the
action portion of an appropriate production. The two systems, however, use very
different methods of determining appropriate productions.

In the graphic mapping task, a wide range of appropriate productions is possible at any
given point. To determine which productions are appropriate, Sherlock must use the
declarative knowledge of the text. The Anderson tutors bypass the need for using
declarative knowledge by representing a specific strategy which assumes a complete
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and correct knowledge of the declarative facts needed to accomplish the task. It is
assumed that the learner is following the samne strategy the tutor would use. At every
point in the lesson, the tutor is expecting a specific production to be used. Diagnosing
the cause of an inappropriate action is simple: assume that the learner does not have the
correct production which the tutor would have used.

Sherlock also stops the learner as soon it is determined that he is making a mistake.
The difference is that more of an effort is made by Sherlock to determine if the learner
is pursuing a strategy which is different, but stll appropriate, Sherlock does this by:

1. representing non-optimal but appropriate rules as well as optimal rules;
2. using spreading activation to classify the learner's plan despite possibly
incomplete or inaccurate information;
3. Tepresenting alternate interpretations for the icons.
9.6 PROUST

A representation of goals and plans is used to infer the cognitions behind a learner's
actions in PROUST (Johnson, 1985: Johnson & Soloway, 1983). The domain is
programming in Pascal. Both this program and Anderson's Lisp tutor are designed for
the same purpose: to provide an on-line aid to students completing programming
assignments. The difference is that rather than looking over the learner's shoulder
while he programs, PROUST waits until the leamer is done to look at the program.

Sample feedback from PROUST is indicated in Figure 9.7.

PROUST's learner model is based on the goals and plans used to implement a
program. PRO_QS:I‘_B given a statement of the assignment including the major goals

which are implicit in the assignment. Its expert model is able to generate the sub-goals

each sub-goal. The plans are then matched against the leamner's program to try and
identify which plans the learner was attempting to use. PROUST also has
transformation rules which enable it to recognize variations in the way a plan might be
implemented,

Once PROUST has identified the learner's plans, it can identify where the learner has
gone wrong in implementing the Plan and offer advice. In this way, rather than
imposing a particular programming style, PROUST begins by figuring out what
approach the learner is irying to use. Thus any tutoring provided by PROUST is aimed
at helping the learner fulfill his own plan,
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>>>Now reporting CRITICAL bugs in the SETUP part of
your program:

You have a separate loop for testing input validation at
line 12. Once you get into the main loop, you don't test
the input any more.

The statement in question is:
WHILE RAINFALL <0 DO ...

>>>Now reporting MINOR bugs in the SETUP part of
your program:

The declaration for AVE on line 2 should be REAL
Instead of INTEGER. That way you can get an exact
value when you comput AVE.

Be sure that you use 7 when you divide

>>>Now reporting CRITICAL bugs in the CONTROL part
of your program:

Your main loop is missing a READ statement. As it
stands your loop will process the same input value over
and over.

>>>

Figure 9.7: Sample Feedback from PROUST

PROUST is similar to Sherlock in that it begins by trying to reconstruct the learner's
intentions before attempting to evaluate what the learner's actions. The approach used
to reconstruct the learner's intentions is also similar; the available information is used to
match the learner's plan with the plans which the tutor knows about. The difference is
that PROUST is able to obtain the information needed from the program which the
learner has written, Sherlock must ask the learner additional questions to obtain
sufficient information.

PROUST's major limitation is rooted in the complexity of allowing the learner to
pursue individualistic plans. The expert model must have a great deal of information
about each kind of goal that would appear in a problem, and most of the legitimate
plans for accomplishing those goals. For that reason, the expert model has currently
been generalized to handle only two assignments, both of these of a similar type. Much
work remains to generalize the PROUST approach to handle a wider range of
assignments.

Sherlock has been tested with only one text fragment, the consideration text. But since
the strategy needed to make gm-links is simpler than the strategy needed to write a
computer program, it is theoretically easier to represent a strategy in Sherlock which
will generalize to new texts. In addition, the new knowledge needed for a new text is
represented separately from the strategy in the semantic network.

A major difference between PROUST and Sherlock is in the relationship between the
diagnosis and the tutoring which is provided based on that diagnosis. PROUST's goal
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is to identify bugs in the learner's program. The intention-based approach is used only
as an intelligent means of identifying bugs by identifying the differences between a
learner's plan and his implementation of that plan. All tutoring consists of pointing
these bugs out to the learner.

Sherlock's goal is to identify the reason a mistake was made. An intention-based
approach is used in Sherlock to identify what aspect of the learner's knowledge led to
the error. Tutoring in Sherlock is focused on clarifying the misconception which led to
the error rather than pointing out the error.

A comprehensive effort was made to evaluate PROUST's performance (Johnson,
1986). It was found that PROUST could provide a complete analysis for over 70% of
the programs which it analyzed, and in those cases found over 90% of the bugs.
PROUST was able to provide a partial analysis of another 20-25% of the programs,
and find approximately 40% of the bugs in those programs. PROUST could not
analyze 5% of the programs submitted to it. Taking all categories into account,
PROUST correctly recognized 75% of the bugs in all programs submitted to it.

It should be noted that the evaluations of PROUST were done with a much larger
sample than the evaluation done on Sherlock. Since the large sample size provides
statistical significance to the PROUST figures, lacking in the Sherlock figures, a direct
comparison would be inappropriate. :

The PROUST evaluations also indicated a number of false alarms (correct statements
labeled as bugs). In the first study of 155 programs, for example, there were 46 false
alarms. Twenty-six of the programs had one or more false alarms. There was only
one false alarm in the Sherlock evaluation of 59 links. Again, however, direct
comparisons across such different tasks and systems is not possible.

What is missing from the PROUST evaluation is an assessment of the accuracy of the
plan diagnoses which led to the bug reports. While an accurate plan diagnosis certainly
contributes to accurate error identification, accurate error identification does not
necessarily mean that the plan was diagnosed correctly. This omission reflects the
difference in goals between PROUST and Sherlock noted above. Johnson states, "The
bottom-line issue in evaluating the work that has gone into PROUST is whether or not
it has resulted in an effective tool for finding novice bugs” (Johnson, 1986, p. 225).

An outside evaluation of Proust was conducted by the Center for the Study of
Evaluation (Baker, Aschbacher, Feifer, Bradley & Herman, 1985). The CSE study
evaluated two aspects of Proust:

1. the quality of instructional strategies and principles incorporated into
PROUST;
2. the learning outcomes for students.

In terms of the quality of instructional content, PROUST was found to suffer from two
deficits also shared to some extent by Sherlock. First, PROUST is an incomplete
tutoring system concentrating on diagnosis. Thus there has been no attempt to refine
the feedback provided to learners. Second, there is no cumulative modelling of the
learner. Each time the learner submits a program to PROUST it is treated as a one-time
event. Thus PROUST cannot build on tutoring that may have been provided during an
earlier iteration.
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Another problem which the study cited is the lack of interaction with the learner.
PROUST evaluates a program as a whole: there is no attempt to get any further
information from the learner or confirm any aspect of the diagnosis while evaluating the
program. Sherlock provides this interaction by asking the learner to identify the
reasons that a questionable link was made. This information is used by Sherlock to
both narrow down the diagnostic search space and confirm the diagnosis.

In terms of learning outcomes, an attempt was made to assess the effect of PROUST on
the learner's ability to program. One class of 69 students was given the opportunity to
use PROUST with the two homework assignments for which PROUST was designed.
A control group of 72 students had no access to PROUST. Programming ability
following the homework assignments was measured using the mid-term and final
scores. Neither the experimental or control group scored high on the exams (53% on
the final), and there was no significant difference between the groups.

Two possible explanations for the lack of demonstrable main effects are cited by the
CSE report:

1. a number of confounding effects including the fact that both control and
experimental groups had access to TAs for help during programming
assignments;

2. exposure to PROUST for only one or two homework assignments may
not be "sufficiently strong instructionally to exhibit effects." (Baker, et.
al., 1985).

9.7 SUMMARY

The four intelligent tutoring systems discussed in this chapter have served as the
foundation for Sherlock. SCHOLAR and WEST created the field of intelligent tutoring
system research; PROUST and the Anderson tutors are more recent projects
demonstrating some of the capabilities of the technology.

In SCHOLAR, Carbonell introduced the idea of a computer-based tutor which relied on
a representation of the knowledge rather than a script. In WEST, Burton and Brown
introduced the use of a computer-based coach in a discovery learning environment.
These systems serve as proto-types for the potential of intelligent tutoring systems.

The more recent systems have begun to fulfill some of the promises of the early work.
The Anderson tutors and PROUST have been used in educational settings and have
demonstrated that they are effective educational aids. The Anderson tutors, however,
are successful educational tools because they limit the range of leamer actions. While
PROUST allows a much greater range of learner actions, it is less accurate and difficult
to generalize.

Sherlock incorporates the best elements of each system. Sherlock is a more complete
implementation of the ACT* model on which the Anderson tutors are based. By
modelling both procedural and declarative knowledge, Sherlock is able to recognize a
learner’s individual approach to the task while providing accurate diagnosis.
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Chapter 10

Future Work and
Conclusions

10.1. LIMITATIONS AND FUTURE WORK

This section discusses some possible future directions for the work begun in Sherlock.

10.1.1. CO(I}:JMUNICATING WITH THE LEARNER ABOUT
FACTS

One weakness in the present version of Sherlock is its limited ability to communicate
about facts. Part of this weakness is inherent in any tutoring. If it were always
possible to clearly and unambiguously state facts to learners, a tool such as Sherlock
would not be necessary to aid in the comprehension of text.

A small sample of 15 subjects (separate from the previously reported studies) was
surveyed to determine how people would state common relationships. People were
asked, for example, "How would you express the relationship between robin and
bird?" Several possibilities were offered, as well as the option of filling in their own.
There was no clear consensus on how to express any of the facts in natural language,

At present there is no solution to the problem of communicating facts about

relationships. Several future Steps are possible, however, that would enhance
Sherlock's ability to ascertain what facts the learner believes.
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10.1.1.1. STATING FACTS

More effort is needed is to attempt to clearly and less ambiguously articulate the facts.
Because there is no one correct way to express a relationship in natural language,
however, there will always be some ambiguity. One alternative is for Sherlock to offer
a version of the survey mentioned above, on-line, before the learner began constructing
his graphic map. The expression chosen for each relationship could then be used as a
paradigm for stating each of relationships during the session.

10.1.1.2. UNDERSTANDING THE LEARNER'S ANSWER

One approach is to treat the interpretation of facts as another possible source of
confusion, similar to the current treatment of icon interpretations. All known
interpretations of a fact could be represented. When trying to understand the answers
to a question, Sherlock would try the alternatives to see if any of these better explain the
learner’s actions.

10.1.1.3.  RECOGNIZING INCONSISTENT ANSWERS

It would be nice in tutoring if the tutor knew when the learner was not accurately stating
his own beliefs. Human tutors are at least capable of recognizing when a learner is
giving inconsistent answers; Sherlock is not.

For example, learners using Sherlock will occasionally indicate two contradictory
reasons for making a gm-link. Although people seem to be capable of maintaining
contradictory beliefs, it is also possible that these learners are just confused, not really
thinking about their answers, or interpreting one or both of the statements in such a
way that they are not inconsistent.

Whatever the case, it would be useful for Sherlock to notice that two apparently
inconsistent facts are chosen. Sherlock could then take steps to determine which of the
above cases was true, and take appropriate action.

Recognizing inconsistent facts should not be difficult, as the facts are a part of the
semantic network. Currently this property is used to determine the learner's implied
beliefs. For example if the learner has indicated a belief that "Every block is red" then
Sherlock infers that the learner also believes that, "It is possible for a block to be red.”
Sherlock can infer some negative implications, for example, if the learner believes
"Every block is red" he will not believe that "Every block is blue."

Once the rules needed to make these negative inferences are better represented, it is a

small step to make sure that there is no overlap between the things we infer that the
learner does not believe, and the things the learner says that he does believe.

10.1.2, CLASSIFYING UNKNOWN PLANS

It has been indicated that Sherlock has a tendency to classify a learner's plan as an
instance of one of the known plans, even though it might be an unknown plan. One
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way to allow Sherlock to classify rules as unknown is by adding rules to the semantic
network which lead to each of the gm-link types, but have no antecedents.

If such a rule had a stronger than normal link to the consequent, and no antecedents, it
would match in situations where there are no strong antecedents matched in any of the
rules with the same consequent. Sherlock could then try and infer the antecedents for
that rule by looking at the facts that the learner believes. Sherlock could then at least
suggest the possibility that it is a buggy rule. It might also compare this to the closest
good rule, and point out the differences in antecedents,

10.1.3. PROVIDING INTELLIGENT TUTORING

The feedback offered by the current version of Sherlock is only a first step towards
intelligent tutoring. As was indicated by the evaluation study reported in Chapter 8,
just telling the learner about a mistake had little impact.

It is much more effective to help the learner recognize his own mistakes and discover
for himself more appropriate actions. Automatically generating a self-learning
experience, however, is a non-trivial task. No intelligent tutoring system has yet been
able to provide this type of tutoring.

One possible approach is to use Sherlock's diagnostic information and knowledge
representations to facilitate directed analogical reasoning (Burstein, 1985).

This approach could be used when Sherlock has determined that a learner does not
understand concept X and Sherlock knows of an analogous concept A which is part of
a more familiar domain. An analogous relationship could defined in Sherlock's
network as a set of nodes with links identical to the links connecting the nodes in the
target concept (Figure 10.1).

L2 X3 L2 A2

L1 L1

X2 A3

Figure 10.1: Analogous Concepts
The steps to providing the learner with directed analogical reasoning are:

1. Ascertain that the learner understands the relevant relationships in
concept A.

2. Indicate that concept A is analogous to concept X.

3. Help the learner map relationships from A to X.

Consider, for example, that a learner has made the construction pictured in Figure 10.2.
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agreement [~ consideration

contract

\ J

Figure 10.2 : Consideration prop of Agreement

Assume that Sherlock has determined that the learner does not correctly understand the
relationship between these concepts. To automatically generate a remedial exercise
Sherlock would look for nodes in a familiar domain which have the same s-links
between them as AGREEMENT, CONTRACT, and CONSIDERATION. In other words,
Sherlock would look for a node which is a role of a second node, which is in turn a
specialization of a third node (Figure 10.3).

contract do
> D,

consideration

4-legs

Figure 10.3: Comparing contracts and dogs

The learner would be presented with a new window containing icons corresponding to
each of the nodes in the analogous relationship (Figure 10.4). A prompt would instruct
the leamner to link these icons to show their relationship to each other. If the learner
makes appropriate links in his construction, Sherlock would assume that he
understands the relationship in the analogy (step 1 above). If the learner were not able
to produce an appropriate construction, this would indicate that the problem has to do
with the learner's strategies for picking appropriate links and thus would provide
tutoring for his graphic mapping strategy.
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Animal
dlegs

Figure 10.4: Icons for representing dogs

If the learner does understand the analogous relationship, Sherlock would then indicate
that the relationship between agreement, contract and consideration is similar to the
relationship between animal, dog, and 4-legs (step 2). Telling the learner that the two
relationships are analogous may seem like an indirect way to give the learner the correct
answer, and in a sense it is. But the correct answer is actually the internal cognitive
structure a tutor has for the relationship between agreement, contract, and
consideration. Giving this correct answer to the learner is very difficult.

Presenting the learner with Sherlock's representation for the relationship (as illustrated
on the left side of Figure 10.3) would have little meaning. There is little chance that
Figure 10.3 actually corresponds to a human being's cognitive structure. In
representing the analogous relationship the learner is activating portions of his own
internal cognitive structure which correspond to the correct relationship. What we are
trying to do is point to this structure in the learner's mind and say, "That is the correct
answer."

To use this "correct answer," the learner must be able to map the concepts in the
analogy to the present domain (step 3). Sherlock would flash one of the icons in the
analogous relationship and ask the learner to click on the icon in the original
construction which corresponds to this icon. If the subject had any problem with
identifying the corresponding icon, Sherlock would present the analogy at a lower
level. For example, "The relationship between dog and 4-legs is similar to the
relationship between contract and consideration.”

10.1.4, KNOWLEDGE ACQUISITION

One advantage of ITS over CAl is that because knowledge in the system is represented
explicitly, it should be easier to change parts of the knowledge to adapt the tutor to new
situations. In Sherlock's case this could mean adapting the system to tutor learners
building a graphic map for a new text in a different domain. All that would be
necessary is representing the new text and domain. The tutoring strategies, graphic
mapping strategies and the processes which operate on the text knowledge all remain
the same, _

This extensibility is important considering the development which goes into a system
such as Sherlock. It would be ideal if a subject matter specialist and/or teacher could
adapt Sherlock to work with any new text. The reality, however, is that representing a
new text and domain is a formidable task, especially for someone without training and
experience in knowledge engineering.

It was mentioned in Chapter 1, at some time in the future a natural languag:c
understanding system could be used to automatically parse a text into Sherlock's
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internal representation. In the meantime, another approach is to provide an intelligent
interface to facilitate the representation of knowledge by non-knowledge engineers.

This knowledge acquisition interface could use the graphic mapping interface used by
learners. The user would begin by creating icons to represent concepts in the new
domain. The user would then use gm-links to represent the relationships between the
concepts. Rather than evaluating these gm-links, the knowledge acquisition interface
would use Sherlock's graphic mapping strategy to infer an internal representation for
the gm-links. The interface would ask any necessary questions to disambiguate the
users constructions. In this way the user would teach Sherlock what it needs to know
about the new domain.

10.2. SUMMARY AND IMPLICATIONS

Carbonell's work with SCHOLAR suggested exciting contributions to education. The
goal was a computer program that understood the domain it was teaching, knew how to
teach, and had a model of what the learner already knew. This computer program
could then generate its own tutoring based on its knowledge. This tutoring would be
individually tailored to each learner and able to respond to the learner's direction. A
computer program such as this would certainly benefit any educational enterprise.

Work since SCHOLAR has moved closer to this goal. There has been a move away
from learning facts and towards learning processes through the representation of
procedural knowledge. Systems have offered a more learner directed environment
(WEST), enhanced ability to work with a learner's individual approach to a problem
(PROUST), and a better use of research in learning and instruction (Anderson tutors).

The complexity of representing and using knowledge, however, has shown
Carbonell's prediction of automatic diagnosis in the near future to be unrealistic
(Wenger, 1987, p. 32). And in terms of actually teaching, we have yet to see an
intelligent tutoring system which can offer intelligent tutoring in an educational setting.

Similarly, learning-strategy research offers the possibility of dramatic improvement in
our ability to educate. The goal of learning-strategy research is to teach unsuccessful
learners to be successful learners. If this is possible, we can enhance an individual's
chance of success in all future educational endeavors.

A major challenge in utilizing learning strategy research is training the learner to use a
learning strategy. Successfully using a learning strategy requires that the learner
actively integrate his existing knowledge with new knowledge. It is thus important that
any training be personalized so as to account for the learner's existing knowledge. Itis
also essential that the learner know why something is wrong if he is to be able to
generalize the strategy to future tasks where the tutor is not available.

Sherlock is an attempt to build on the work in intelligent tutoring systems to move a
step closer to Carbonell's promise. In the process it is also an attempt to offer a
solution to the problem of offering personalized training in the use of a learning
strategy.
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Sherlock is the first intelligent tutoring system to attempt to offer a combination of the
major achievements of the systems which I have listed. Sherlock emphasizes learning
of process through the modelling of procedural knowledge. But this is not done at the
expense of factual knowledge. Both the procedural knowledge and the declarative
knowledge needed for a task are represented. Each type of knowledge is represented in
a manner most appropriate to that type of knowledge. Separate processes work on each
type of knowledge, and together model the task being taught.

Sherlock offers a learner-directed discovery learning environment similar 1o WEST.
But Sherlock is not restricted to passively watching the learner and attempting to infer
his intentions. Sherlock has facilities for asking the learner to explain his actions, and

then using that information to more accurately infer the cognitions which led to the
action.

Sherlock is based on the same cognitive model as the Anderson tutors, but is a more
complete implementation of that model. Sherlock is able to model a learner's action as
the result of the interaction between that learner's beliefs about the domain and his
strategy for dealing with the domain.

Sherlock is also the first ITS to use a localist, spreading activation network as part of its
representation. Spreading activation gives Sherlock two important capabilities;

1. Sherlock can recognize even unanticipated relationships between
concepts in order to determine what kind of gm-link can be made
between any two concepts,

2. Sherlock can classify a learner's plan as an instance of one of
Sherlock’s known plans, thus expanding the system’s ability to infer a
learner's intentions.

An example of the ability to recognize unanticipated relationships can be seen in
Jennifer's second attempt shown in Figure 10.5 (repeated from Chapter 1).

/ that is OK. \

Party1 promises
to do something
for Party2

Figure 10.5: Jennifer's Second Attempt
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I had been expecting the subject to make a PART gm-link at this point, and considered
the subject’s gm-link to be wrong. PARTY! promising to do something for PARTY2
leads to PARTY2 doing something in return, but I had never thought of it as leading to
the contract as a whole. The gm-link in Figure 10.5 can thus be considered
unanticipated.

Sherlock's feedback, however, indicated that the subjects gm-link was "QK."
Sherlock considered the gm-link to be correct because PARTY?2 doing something in
return is a necessary component of a contract, and thus anything that is a necessary
condition of PARTY2'S act (i.e., PARTY1'S promise) is also a necessary condition of a
contract. Although this particular relationship was unanticipated, Sherlock was able to
find it using spreading activation.

Sherlock's ability to classify a learner's plan that does not match a known plan was
shown in Chapter 7. In this case Sherlock classified the learner's plan (shown in
Figure 10.6) as a buggy instance of Sherlock's iS-A-RULE.

learner's buggy rule

IF X-is-Y
and Y-unlik-X
THEN make an EQUIV gm-link from X to Y

Figure 10.6: Buggy Instance of IS-A-RULE

By classifying the rule, Sherlock is able to focus on the differences between the
learner’s rule and the non-buggy rule of which it is an instance. In this case only the
consequent is different — IS-A-RULE's consequent states that an IS-A gm-link is
appropriate. Thus Sherlock informed the learner that an 1S-A gm-link is more
appropriate given these antecedents.

All of the above factors combine to enable Sherlock to evaluate a learner's responses
with an accuracy rate as high, or higher, than any other automated tutoring approach
with the exception of multiple-choice CAL In addition, the evaluation of Sherlock has
gone further than other intelligent tutoring system research by comparing the model that
leads to the system's diagnosis with the learner's think-aloud protocols.

The essential model used in Sherlock is adaptable to tutoring any task in which both the
learner’s declarative knowledge and the learner's procedural knowledge are important
to successful accomplishment of the task. The type of knowledge the production
system would need from the semantic network would change with each task, but the
model of separate knowledge interacting would remain the same.

Sherlock has demonstrated that it is possible to understand unanticipated responses and
diagnose the cause of misunderstanding without degrading the system's ability to make
a bottom-line determination of whether a learner response is correct. The challenge
now is to use this diagnostic information to deliver truly intelligent tutoring.
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Appendix A

Post Test
First Pilot Study

The concepts being test are indicated in italicized text. These comments were
not a part of the original posttest.
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Sherlock Post Test
Please do not guess! Answer only if you are reasonably sure.
Name:

The following four questions pertain to the relationship between the concepts
promise, consideration, and definite.

Which of the following statements is most accurate:

a all promises are definite

b all definite promises are consideration

c all prormises are definite and a type of consideration
d A definite promise is a type of consideration

Which of the following could be consideration in an enforceable contract:
a Sarah promises to return five library books this Friday
b Bob promises to be good
c Jim promises to try harder in the future
d both a and ¢

Which of the following could be a promise:

a “T will sell you ten apples for $1."
b "I will ry harder in class."
c "I will be good."

d all of the above

If something is a promise, then it must be:

a lawful
b a type of consideration
c definite
d none of the above
The following four questions pertain to the relationship between the concepts
agreement and contract.
Which of the following is most accurate:
a all agreements are contracts
b all contracts are agreements
c SOme contracts are agreements

d both a and b

Which of the following is most accurate:

a a contract is the same thing as an agreement
b a contract and an agreement are very similar
c a contract is one kind of agreement

d an agreement is one kind of contract
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If Bob and Sue have a contract, then they :

a must have an agreement
must not have an agreement

c might have an agreement

d none of the above

According to the paragraph, what is the difference between an agreement and a

contract?

a There is no difference

b in a contract the second party does something in return; this is not true in
an agreement

c in an agreement the second party does something in return; this is not
true in a contract

d none of the above

The following four questions perain to the concept consideration

Which of the following is most accurate:

a There are several kinds of forbearance, one of which is not
doing something that you have the right to do.

b Not doing something you have the right to do is the definition of
forbearance.

c An indirect effect of a forbearance is not being able to do something that
you have the right to do.
d none of the above

If something is not an act, a promise, or a forbearance...then:

a it cannot be a contractual consideration

b it can be another type of contractual consideration

c it has nothing to do with whether or not it is a contractual
consideration

d none of the above

If the second party in a contract performs an act, then the act is a consideration if:
a it is a legal act
b if the act is not required by law
c both aand b

d none of the above

All agreements have:
a consideration
b two parties doing something
c something which is agreed on
d none of the above

The following four questions pertain to the overall relationship between the
concepis in the text.
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The thing which is agreed on in a contract is:
a that the first party promised to do something for the second
b that the second party does something for the first
c bothaand b
d none of the above

John promised to send Mary to Europe this summer if she was good. Which of the
following is the most accurate description of what they had:

a an agreement

b a contract
C an enforceable contract
d none of the above

Bob promised Jack that he would try harder. Which of the following is the most
accurate description of what they had:

a an agreement

b a contract

c an enforceable contract
d none of the above

Jack said he would pay Sam $5 if he stayed away from the dance. Which of the
following is the most accurate description of what they had:

a an agreement

b a contract

c an enforceable contract
d none of the above

If Mary and Susan have an enforceable contract, that it would also be true to say that
they have:
a an agreement
b a contract
c both a and b
d none of the above
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Appendix B

Data from
Second Pilot Study

B.0. INTRODUCTION
20 UCLA undergraduates were video taped during 90 minute session with the Sherlock
interface. In addition subjects were asked for suggestion which would like to see in an
automated tutor for the Sherlock task. The data from this pilot study is divided into two

sections: First, the suggestions the subjects had for future development: second, the
problems they encountered in making links.

B.1. SUGGESTIONS

B.1.1. GENERAL REACTIONS

Answers to the question, "What general reactions do you have to what you have just
done?"

Too hard to go back and figure out what you meant by something. It is too
confusing. It's easier to do things in step.

It is interesting, but I don't understand why you are doing it
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I definitely understand the concepts better now having made the map.
Makes you think. Usually when I study I don't think.

You need to read text over again, because otherwise you lose sight of the whole
from dealing with just parts.

B.1.2. TUTORING SUGGESTIONS

We explained to the subjects that future plans included implementing an automated tutor
to aid in the construction of graphic maps. The following TESpOnses were in answer o
the question "What aspects of today's session do you think we should try and include
in the automated tutor?"

- I'like when something I did wrong was questioned, but not telling me the right
answer

[ liked suggestions for things to link to the network. They were things I might
not have thought of.

The analogies were helpful.

Too hard to go back and figure out what you meant by something [when you
try and talk about mistakes I made some time ago]. It is too confusing. It's
easier to do things in step [say something at the time that I make the mistake].
Give new ideas.

Make suggestions.

Put up help icon when it thinks that I am in trouble [so that I have the option of
getting more help].

Clarify difference between PROP and PART [links].

Let me know in the beginning if something is wrong. Let me try again several
times. Let me know why something is wrong.

Liked the use of analogies to show me why something was wrong.

B.1.3. DESIRED ADDITIONS

We asked subjects what they felt was missing in the interface. More specifically,
"What extra links or icons would have assisted you in representing the consideration

similar (not exactly equal, but close)
partial definition
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could be

or

ICONS
would have liked specific examples

conduct

thing

B.2. PROBLEMS

Below is a list of the links (or lack of links) which were considered mistakes during the
sessions. They are classified as belonging to one of the three possible sources of
confusion: text understanding, strategy usage, or icon interpretation. Following each
link are the underlying thoy ghts (summarized from the protocols) which led to the link.
Full dialogs are included in some of the places where an attempt was made to clarify the
misunderstanding.

B.2.1. UNDERSTANDING

"AGREEMENT" EQUIV "ONE-PARTY-PROMISES" (MAYBE OK)
understanding problem. thought they were the same thin g

"CONSIDERATION" PROP "AGREEMENT"
Past beliefs were causing interference. She believed that the only difference between a

contract and an agreement is that the contract is written, This apparently caused her to
mis-read the first paragraph, assuming that everything was referring to agreements.

t: Does that mean that all agreements have the attribute consideration?

s: I'suppose all agreements would have consideration.

t: You agreed to do this study. Is there consideration?

's: Tunderstand.

t: Would you like to reconsider that link?

s: Icannot think of anything I like better.

t: Consider the 3 icons: dog, animal, has 4 legs. What kind of a link would
you put between animal and dog?

s: That would be a specialization link. From dog to animal.
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t: What would you link has 4 legs up to?

s: Todog. And I suppose that would be a property link because dog because

dog has 4 legs.
t: Now, would it be wrong to link 4 legs to animal?
s: Yes.

t: Why?

s: Because we don't have 4 legs, and I suppose we are animals. A chicken

doesn't have 4 legs.

t: Now you have on the screen that contract is a specialization of agreement.

s: Oh, I see. we agreed that aJl agreements do not have consideration, justa

certain type has it.

t: What would you call the type of agreement which has consideration?

s: I don't know. I don't know what I would call it. I guess I always thought
that all agreements had consideration. Now they supposedly don't. It is an

agreement by both parties I suppose, an exchange.

t: Let me ask you: would you say that all contracts have consideration?

s: Hmmm? I suppose they usually do, do they all? According to the text it
says usually, that is not an absolute. So I suppose not all contracts are

agreements, but that's another problem. No that is right, a contract is a t
agreement. So should I make consideration a property of contract?

t: What is the major point of the text?

s: It is taking an agreement and its breaking it into all of its parts. Seems like

its trying to tell you about something you take for granted,
t: Explanation of paragraph.

s: Woops, so it is connected up to the wrong one. I suppose I did not

understand it cotrectly.

"AGREEMENT" IS-A "CONTRACT"
Did not understand. thought that agreement was a sub-type of contract.

NO LINK BETWEEN "CONSIDERATION" AND "WHAT-IS DONE-IN-RETURN"
t: What link should go here?

s: Confusion.

t: Define consideration.
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s: (after reading) They are the same thing. It is the definition, they are
€quivalent,

"FORBEARANCE" PART "CONSIDERATION"
Parsing problem. She was reacting to text "consideration may also consist of

forbearance.”
B.2.2. STRATEGY

"CONTRACT" EQUIV "AGREEMENT"
t:: Why did you make that link?

s: A contract is a written agreement.
t: Would you say that all agreements are contracts?
s: No, just written ones?

(This reflects an understanding problem, but should not have affected
this link.)

t: Would you say that all contracts are agreements?

$: Yes, so it's like geometry. Therefore it would be some kind of subset,
Maybe it is a part link? No, because all fingers are not hands. I know, itis a
specialization link,

"NOT-ALREADY—REQ" EQUIV "CONSIDERATION"
Thought that equiv could be used even if it was just one part of a definition,

"PROMISE" EQUIV "CONSIDERATION"

Consideration can be one of 2 things. So consideration and promise are the same
thing. Wait...that can't be because mathematically if a and b are equivalent to c, then a
is equivalent to b, and promise cant be equivalent to act. Take out EQUIV. [ will use

“"DEFINITE" EQUIV "PROMISE"

The promise is restricted to a promise which is definite (this was done by Ron while
there was no PROP link).

L did the same thing. Ifxisa promise it must be definite. I will make it EQUIV. (She
definitely understood text.)
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"ACT" IS-A "PROMISE"

An act can be a promise. Was trying to say that consideration can be a promise or an
act and thought this was a good first step. Consideration IS-A promise was the next
step. At this point was very confused as to what it all meant.

"CONSIDERATION" IS-A "AGREEMENT"

As a result of an agreement you make a consideration. So consideration is part of the
agreement. So I think it is a specialization. Consideration is a sub-class of agreement.
like in an outline. A robin is one of many birds; consideration is one of many things
which are in an agreement.

"CONSIDERATION" IS-A "PROMISE"
Consideration is a type of promise or it is a type of act.

"NOT-ALREADY-PROHIBITED" LEAD "PROHIBITED"
Consideration can make something not already prohibited, prohibited.

"CONSIDERATION" LEADS "ACT"
(And similarly for "promise” and "forbearance.")

Consideration will lead to an act a promise or a forbearance.

Gave ice cream analogy. Represented correctly, and felt the relationship was the same
as in contract,

t: do you want to change it?
s: I'still think it could lead to... but it doesn't always lead to all 3.

"PARTY1" LEADS "ONE-PARTY-PROMISES"

Knew that they were related but could not find the perfect link. The thoughts of partyl
lead to the act. Partyl causes the action.

"PROMISE" LEADS "MARY-RETURNED "-{THIS COULD BE OK)

Mary fulfilled her promise. so promise would lead to Mary's act. Because promise
means you have to fulfill your promise. (but link is going the wrong way) (r)

NO LINK BETWEEN "NOT-ALREADY-RECQ-BY-LAW" AND "REQUIRED-BY-LAW"
Understands but does not know how to say.

"NOT-ALREADY-REQUIRED" NOT "NOT-ALREADY-PROHIBITED."
Both are properties of consideration, but not at the same time.

"PROMISE" PROP "CONSIDERATION"
Understood. But this is better than EQUIV
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B.2.3. ICONS

"ACT" EQUIV "WHAT IS DONE IN RETURN"
It says in the paper that they are the same thing.

"CONTRACT" EQUIV "PROMISE"

A contract is a promise. A contract is a promise in which someone does something in
return. She was not real clear in her thinking on this.

THING AGREED TO

The thing which one person asks another to do in return for a promise.”

B.2.4. UNKNOWN SOURCE OF PROBLEM

"REQUIRED" PROP "ACT"
"MARY-DID-SOMETHING-IN-RETURN" IS-A "ONE-PARTY-PROMISES"
I assume that is something she promised to do. Itis a specific example of a promise.

"NOT-REQUIRED" PART "CONSIDERATION"

B.3. LINKS

Below are the explanations given by subjects for each of the links. These explanations
were later used in constructing the strategy Sherlock would use in building a graphic
map.

B.3.1, PART

PHYSICAL PART

PART COULD ALWAYS BE A PROP

NECESSARY COMPONENT

X MAY BE AOR B, SO A IS PART OF X (PART OF DEFINITION)

B.3.2. EQuUIV

X IS DEFINITION OF Y

XMEANS Y

XISYAND Y IS X, A DOUBLE ISA
X IS PART OF THE DEFINITION OF Y

Was responding to the key word definition on the key sheet. Said that she did not really
understand what equiv had to do with definition but would use it because there was not
a better link.
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X IS A RESTRICTION ON Y
Y must be equiv to a Y which has char of X,

B.3.3. 15-A

SUBSETS OF X
THEY ARE SUBSETS OF THE SAME THING
aisanx

bisan x
thenaisab

JUST ONE OF MANY THINGS WHICH COULD BE X
An example.

AN ACT WHICH HAS THE PROPERTY

There was no property link so Ron used is-a to say that consideration is a type of
lawful act. Interpreted “lawful” as referring to lawful-act.
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B.3.4. LEADS

WILL LEAD TO
THE THING THAT IS X WILL LEAD TO Y
MAY BE PART OF BUT NOT ALWAYS

B.3.5. NoT

THEY ARE DIFFERENT
OR

B.3.6. PROP

X IS A CHARACTERISTIC OF Y

IN ORDER FOR Y TO BE WHAT IT IS, IT MUST BE X
MUST BE

XHASTOBEY

Y SHOULD BE X

IT MUST BE SO I GUESS IT IS A PROP LINK.

B.4. INTERVENTIONS

These are descriptions of some of the interventions which were used when it was
determined that a subject was having a misunderstanding.
B.4.1. TRYING TO FIGURE OUT HOW TO SAY THAT X CAN BE A,BOR C
Used three times. Successful every time.

t: Ice creamicons. how would you link chocolate and ice cream?

s: I suppose specialization.

t: Do you think that that is at all analogous to what you are doing here?

s: yeh, I suppose. ok. I just don't want to have a lot of the same kinds (all isa
links). and if i do it like an outline, it will be all isa's, I guess that is ok.

recognized that act and forbearance had the same relationship.

B.4.2, EQUIV INSTEAD OF ISA

t: Would you say that x is always a y?
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-~

s
specialization! Changed it to act isa consi

: No, but it could be.

No.

I guess not.

:: Would you say that y is always an x?

: Would equiv link be the best link?

But we have no links that it may be. Ah-ha, we have
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Appendix C

Annotated Protocols
Final Study

Appendix C contains the full think-aloud protocols for the subjects described in Chapter
9. The following are the conventions used to identify the source for each paragraph:

Actual subject protocols will appear in the
right column in the standard font.

Experimenter dialogue which was
said during the study appears in
the right column, idented, and in
italics.

Comments presented to the subject
by Sherlock appear in the right
column in a non-serif font.
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Description of visual
information from the video
tape appear in the left
column in italics

Comments and analysis of
the protocols appear in the
left column in the standard
font.

Numbers appear before each of the possible reasons presented to the subject when the
program asks, "Why did you do that?" These numbers do not appear in the actual
menu presented by Sherlock to the subject. They are included here only to clarify to
which reason the experimenter or subject are referring,
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SUBJECT: BECKY

LINK #1 8:00
Moves CONTRACT over to
middle top of screen.

places the icons for written
agreement and oral agreement
beneath "contract”.

I'm moving "contract" over because I want to get
the most general word on top. Since I'm
defining a contract, I'll start with "contract.”

Now contract is usually an agreement, so I will
put oral and written

Oral agrecment is a type of so that's isa link

LINK: "ORAL AGREEMENT" ISA "CONTRACT"

WHY DID YOU MAKE THAT LINK?

No. 3 picked. No 2 picked, 2
and 3 were only choices picked.
Done clicked.

PLAN FEEDBACK
No plan feedback because these
are sufficient reasons for an IS-A
link,

FACT FEEDBACK

This is an incorrect statement on
Sherlock's part. Mistake was
made because of the way that
Sherlock defines this fact.

every orai agreement is a contract

it is not as likely that a contract is a oral
agreement

oral agreement might be a contract

it is not as likely that an oral agreement
iS a contract

every contract is a oral agreement

N

You seem to believe that

an oral agreement might be a contract.

It is not as likely that a contract is an oral
agreement.

| do not agree.

193



But it says "might be” So that's true. I stll
believe both of those are true,

would you like to remove that link?
No.

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem. There
was the problem with rejecting a
true fact, though. Also it would
have been nice if Sherlock
recognized this general problem
and could comment on it.

LINK #2 8:23PM

It probably will say the same thing for written,
but. ..

LINK: "WRITTEN AGREEMENT" ISA "CONTRACT"

I'm thinking that it's probably going to say that
it doesn't agree., but I'm going to try it anyway.

why is that?

Because an agreement can be either a written
agrecment or an oral agreement, and according to
this sheet a contract is usually an agreement.
Which means oral or written.

WHY DID YOU MAKE THAT LINK?

1 every written agreement is a contract

2 it is not as likely that a contract is a

written agreement

3. a written agreement might be a

contract

4 it is not as likely that a written
agreement is a contract

5 every contract is a written agreement

No. 3 picked.
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Holding hands up in the air to
represent concepls.

picks 4

elick done button.

PLAN FEEDBACK

With only #3 picked it should
have been seen as a plan
problem now.

FACT FEEDBACK

EVALUATION
Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly.

LINK #3 8:30 PM

(Re: #2) So "contract” is here. "Written
agreement” is here. "Written agreement” is
larger. This is what confuses me. That concept
is hard for me to comprehend. Since last time I
did that one, I'll go for the other one.

(Re: #4) 1 don't agree with that, but last time I
said the other one, and it said that was wrong.
So.

You seem to believe that
written agreement might be a contract.
I do not agree.

Why didn't it put both of them?
because the other one it agreed with.

It says, one party says to another . . . Well, I
think you're right, then, computer because this
Lext says "Says." but when you say something,
it also write it, but . . . it doesn't say "one party
writes to another.” I'm going to say, you're right
computer,

Just click on OK
would you like to remove that link?
Yes. It doesn't say anything here about having a

written, so I will take it off. So, yes. Remove
that link.. Maybe there's another one.

Written agreement “can be" a part of . . . but
there's no "can be". So I'll put this aside. Put it
back over there.
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Now, contract is usually an agreement, so I'll
make those equal

LINK: "AGREEMENT" EQUIV "CONTRACT"

contract is usually an agreement. So, . . because
contract is usually an agreement. Well, actually
it's not an equivalent. I changed my mind.
Because it doesn't have o be. Because [ happen
to know that a contract is an agreement

WHY DID YOU MAKE THAT LINK?

Pick No. I, pick No. 2

abort button clicked.

EVALUATION
aborted

-t

the likelihood of a contract being a
agreement is equal to the reverse.
every contract is a agreemeant

avery agreement is a contract

contract and agreement refer to the
same concept

the likelihood of a contract being an
agreement is not equal to the reverse
contract is another name for
agreement

® " RN

(Re: #6) It's not another name. Contract is
usually an agreement. That "usually” word is
throwing me off.

(Re: #2) No.

(Re: #3) No, because it could be a written
agreement which is not a contract., according to
this paper. I could save the whole problem and
abort this. I'm going to abort it.

Because the text says "usually,” that means
sometimes it's not. Well if I can go beyond the
text to what I know, then I would say that No. 1
is true.

No, I don't like that whole thing, so I'm going to
abort it.
would you like to remove that link?

Yes.
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LINK #3B 8:34 PM

Maybe it's another kind of link. A contract is a
type of agreement. Yeah That's better.

Tell me why you decided that.

Because it says a contract is usually an
agreement, I don't think that a contract . . . an
agreement is necessarily a contract. Because |
could be talking with somebody and agree them,
but we're not making a contract. If I make a
contract with them, that means, according to
this, that it would be an agreement.

LINK: "CONTRACT" IS-A "AGREEMENT"

EVALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK #4 8:35 PM

moves the "promise” icon over
to the far right of "contract”

very good. That is what | would have done.

partyl promises to do something for party?2 isa
promise. So that's a promise. that means
they're making a promise. So contract is a type
of promise.

LINK: "CONTRACT" IS-A "PROMISE"

OK. According to this, contract is an agreement
and meaning if you do this, I'll do that. and it
says here that the think which one person asks
another to do in return for a promise indicating
that, if you do this I'll do that, is a promise.

I don't understand that.

Because it says here, "A contract is usually an
agreement in which one person says I'll do this
and you'll do that" and then the next sentence
here is that "the thing which one person asks
another to do in return for a promise” . . . So
they're assuming that by saying, if you do this,
I'll do that, they're assuming that that's the
promise,

WHY DID YOU MAKE THAT LINK?
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8:37 pm Picked no 3, picked
no, 4,

Final choices 3 and 4
done button clicked.

PLAN FEEDBACK
Does not seem like a good
reasen for an IS-A link,
Sherlock incorrectly decided that
she was using r-irrelevant. (bug)

FACT FEEDBACK

The link is removed. She takes
“promise"”

every contract is a promise

it is not as likely that a promise is a
contract

a contract might be a promise

it is not as likely that a contract is a
promise

every promise is a contract

thers is no chance that a promise is a
contract

There is no chance that a contract is a
promise.

S

Wait, are those contradictory? No. The only
reason it's less likely that a contract is a promise,
it’s less likely that the reverse. But it still might
be that a contract might be a promise.

you seem {0 believe that:

a contract might be a promise.
I do not agree.
you said that's true. You believe that,
right?
Right.
do you think the computer’s wrong?
No.
You think the computer's right?
Yes.

would you like to remove that link?

Yes

Oh, wait a minute. It liked just that one there.
So, I'll leave it there. and make it a link,
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EVALUATION
Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly.
The plan was much more
responsible than the facts.

LINK #4B 8:48

LINK: "CONTRACT" IS-A "PROMISE"

Interesting notion: the link is
OK, but the facts that I gave to
support it were a problem.

That's what you did before though

Yeh, but see before, I pressed both of those and it
liked one of them but not the other one, so this
time I just press the one.

WHY DID YOU MAKE THAT LINK?

{reads}

clicks the abort button.

EVALUATION
aborted

N oo re Mo

every contract is a promise

it is not as likely that a promise is a
contract

a contract might be a promise

it is not as likely that a contract is a
promise

every promise is a contract

there is no chance that a promise is a
contract .
There is no chance that a contract is a
promise.

Oh, wait a minute. That's not right. the thing
another person asks a person to do in return

the promise that is not the

contract but the thing which one person asks
another to do in remm,

Oh, wait, then they have no rela . . . that's like
three relationships away. Promise, the thing

which

one person asks another to do in return for

a promise . .. Promise is out here. that not

would

Yes.
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LINK #5 8:51 PM

she points to "partyl promises
to do something for party2"

Partyl promises to do something for party2?
Maybe. Party! fulfills promise

the thing another person is asked to do in retumn a
promise is consideration. Is there a
consideration?

That equals consideration,

LINK: "PARTY1 PROMISES TO DO SOMETHING FOR PARTY2" EQUIV

"CONSIDERATION"

WHY DID YOU MAKE THAT LINK?

Picks #1

picked no 2, no. 3, no. 4, no. 6
final choices are 1,2, 3, 4, and
6. clicks done button,

PLAN FEEDBACK
No feedback on plan ok because
these would have been good
reasons to make an EQUIV link,

FACT FEEDBACK

1. the likelihood of consideration being a

party promise is equal to the reverse

every consideration is a party promises

every party promises is a consideration

consideration and party promise refer

to the same concept

the likelihood of a consideration being

a party promise is not equal 10 the

reverse.

consideration is another name for

party promises

7. itis not as likely that a consideration is
a party promises

o ron

*

(Re: #1) has to be true. If they're equal, they're
reversible,

you seem to believe that:

every consideration is a party promise.

The likelihood of a consideration being a
party promise is equal o the reverse.

| do not agree.

I'm trying to say that, I think they're equal . . .
but there are . .. wait. Consideration is a party
promise. Maybe not. Wait. IF you do this for
me, I shall do that for you. The thing which one
person asks another to do in return for a promise
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link removed

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem.

LINK #6 8:58 PM

is the consideration. So actually consideration
may be the giving of another promise, or it may
be an act. Consideration may also consist . . , I
don't agree with that. I agree that I was wrong.

Ok How about the second statement?

The likelihood of a consideration being a party
promise is equal to the reverse. . . I agree that
that's wrong. I agree with the computer.

Were you aware that:

it's not as likely that a consideration is a party
promise?

Would this change your choice of link?

were you aware of that fact?
Oh, I hate these "nots",
It’s less likely

It's less likely that a consideration is a party
promise. Now I'm aware of that. I didn't think
about it before.

would you like to remove that link?

Yes. I want to change the link,

The thing in return for a promise

is a consideration. The consideration MAY BE
giving of another promise or it may be an act.
So it could be a couple of things.

S0 a consideration can be a partyl promise to do
something for party2 or it can be something else.
So this (points to "Partyl promises”) can be.
So is an attribute of . . .? Is just the same as . .
. oh maybe it's that. Maybe it
leads to.

The thing which one person asks another to do in
return for a promise
consideration may be the giving of another
promise. try that one, Leads.
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8:58 pm

pointing to PARTYI PROMISES

LINK: "PARTY1 PROMISES” ISA

EVALUATION

Link made for the right reasons

and accepted by Sheriock.

LINK #7

9:02 PM

No, maybe its a type of. It's an example of a
consideration. Yeah. Cause there is a
connection. A connection between those. I'm
Just not sure what's the right one.
therefore this

is a type of. Can be a type of. But you don't
have a lead for a "can be a type of" Try "is an
example of”

"CONSIDERATION"
it can be a type of.
what does that mean?

That means it's not necessarily. But according to
this, it may be either a promise or an act. If this
is a promise, it's possible ... a consideration
can either be this or this. So it's possible that .
. . it's like consideration can result from A or B.
SoAorBcanbe... theresultof . ..isa...
"can be" is an example of [77?). "Can be an
example of” is what 1 want.

Very good. That is what | would have done.

Without knowing what the actual contract s,
then it's isa. But if I knew what the contract
was, it might have been an act.

Party2 does something in return. Something
done in return for a promise. Partyl promises to
do something for party2. Party2 does something
in return. That's "is a result”. Results in. Leads
to. I guess. Partyl promises to do something
for party2 leads to party2 doing something in
retarn,

When it say Party 2 does something in return,

am I assuming that they're saying . .. well. I'm
assuming that they're saying in return for
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9.04 pm

something else. When I'm going t0 do my next
lead.

see, that's what's more important.

Something done in return for a promise.

A promise is a part of a contract. Maybe that
works?  these 2 things: Party2 does something
in return, and Something done in return for a
promise, is a consideration. [ think. Something
done in return for a promise. That's the
consideration,

LINK: "SOMETHING DONE IN RETURN FOR A PROMISE" EQUIV

"CONSIDERATION"

EVALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK #8 9:08 PM

Correctly identifies that there is
some -relationship between
them. Now must determine
what the relationship is.

click forbearance

Interpreting the word "consist”
literally as being a part,

Something done. . . the thing which one person
asks another is the consideration.

very good. That's what | wouid have done.
what does the compuler say?
It agrees. And I agree with the computer.

So that again, act can be, May be an act.
Consideration may be the giving of another
promise or it may be an act. SO the giving of
another promise, something done in re . . . the
giving of another promise. Do they have the
word "promise?”

So act and promise have some relationship to
consideration. Consideration may also consists
of forbearance, so forbearance

and consideration have some sort of . . .
consideration may consist of forbearance, so
consist of is a part of.

LINK: "FORBEARANCE" PART "CONSIDERATION"

WHY DID YOU MAKE THAT LINK?
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Chose no. 3.

click done

PLAN FEEDBACK
good plan

FACT FEEDBACK

1. forbearance is a thing

2. a consideration usually has a
forbearance

3. forbearance is a portion of something

(Re: #3) Because it says a consideration may
consist of forbearance,

Well, now, forbearance . . . consideration may
also consist of forbearance. Consist of means a
part of. Wait a minute. Consideration may also
consist of forbearance

consideration. . . . is larger than forbearance.
Yes, so forbearance is part of, well that's OK.

It won't like it, but

You seem to believe that:
forbearance is a portion of something.
| do not agree.

Yeah, I agree with the computer because of the
wording again. It's not a portion. It's something
else. So I agree with that | mean, it sounds . .
. the way it's worded here, forbearance is a
portion of something—and it's more
consideration is a portion of something.

Consideration can be a part of forbearance, but

it's not necessarily. Can be, but it doesn't have

to be. And this says that 1t is.

Were you aware that:

every forbearance is a consideration

It is not as likely that a consideration is a
forbearance.

Would this change your choice of links?

1. No I wasn't aware of that

2. No I wasn't aware of the second fact either.

regarding the first fact, do you believe
i?

No. It sill doesn't change my answer though.

would you like to remove that link?
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link removed

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem.

LINK #9 9:16 PM

Yes, but not for those reasons.

promise and act. [ want to do
something with those.

So the oral agreement is party| promising to do
something for party2. Now what kind of link is
that? I'm going to cancel that link I started to
make,

So consideration is a relationship . . , s0 a
relationship is a characteristic of relationship

LINK: "RELATIONSHIP" PART "CONSIDERATION"

A relationship is a characteristic . . . what did I
press, "part” . . . but I don't think it's a part. It's
more a characteristic of. There is a relationship
in the consideration. A consideration, you
know, some sort of relationship going on in the
consideration. A is related to B in some way
which . .. or B is related to A. So that's the
relationship. And that whole thing is called the
consideration,

WHY DID YOU MAKE THAT LINK?

picks no. 2, click done.
pointing to fact #2

relationship is a thing

a consideration usually has a
relationship

relationship is a portion of something
there is no chance that a consideration
is a relationship

there is no chance that a relationship is
a considearation

Ak o S

What exactly does that statement mean
to you—that consideration usually has a
relationship?
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That one part of . . . a consideration made up of
2 parts, A and B, A and B are related in some
way.

PLAN FEEDBACK
FACT FEEDBACK

You seem 1o believe that a consideration
usually has a relationship. | do not
agree.

I think the computer's wrong.
would you like to remove that link?

Yes. I'm going to change it to property. I want
to say that relationship is a characteristics of
consideration.

link removed

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem. Might
not be exact because there are
several levels of problems going
on in her thinking,

LINK #9B 9:25 PM

LINK: "RELATIONSHIP" PROP "CONSIDERATION"

WHY DID YOU MAKE THAT LINK?

1. A consideration usually has a
relationship

A relationship is usually true for a
considaration

Every consideration is a relationship
There is no chance that a
consideration is a relationship

There is no chance that a relationship
is a consideration

Why did I do that? 1 did that because relationship
is a characteristic of consideration.

O e on

No. I and No. 2 seem to say the same thing to
me.

206



Picks no. 1, so final is just No.
1,

PLAN FEEDBACK
Plan was reasonable given the
fact that she agrees with

FACT FEEDBACK

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem.

LINK #10 9:28 PM

One cluster contains
CONTRACT, AGREEMENT, and
ORAL-AGREEMENT., The other
cluster contains
CONSIDERATION,

RELATIONSHIP, PARTYI -
PROMISES, and SOMETHING -
DONE-IN-RETURN.,

pointing to PARTY1 PROMISES
and SOMETHING DONE IN
RETURN

You seem to believe that:
consideration usually has a relationship.
| do not agree.

Would you like to remove that link?

No.

You know what you might want to try
and do now, you have two separate
clusters Why don't you try and link up
those clusters by linking something in
one of them with something in the
other?

Partyl promises something to party2. That's a
contract. Aha, Contract: partyl promises to do
something for party2.

One of these is a contract

Partyl promises to do something for party2—
that's the contract. Oh, wait, but it's only a
contract if party2 does something in return.
There's a stipulation there.

So that's a part of a contract. Part of. That's
what I want.

LINK: "PARTY1 PROMISES" PART "CONTRACT"

very good. That is what i would have done.
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EVALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK #11

Now there's another part to it. Something that
in return . . . Party] has also promised . . . that'd
be a part of the contract. Partyl
does something for party2. If you do this for
me, I shall do that for you.

Something done in return for a promise. That's a

part of a contract.
LINK: "SOMETHING DONE IN RETURN FOR A PROMISE" PART
"CONTRACT"
Yeah. Partyl promises to do something for
party2. Is part of it. Party2 has to do something
for partyl. Something done in retum.
no feedback
It didn't give any feedback. Why do you
think it didn’t give you any feedback?
Cause it's wrong,
Do you think that's why>
Yes. But. .. What should I do now?
EVALUATION
Link made for the right reasons
and accepted by Sherlack,
No feedback because of network
change bug.

LINK #12 9233 MM

something done in return for a promise is
contingent on partyl promising to do something
for party2.

Maybe it's leads to. Something done in return
for a promise. Partyl promises to do something
for party2 leads 1o something done in retumn.
That leads to that. So this (partyl promises)
leads to "something done in return”. That leads
to . . . something done in return.
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LINK: "PARTY1 PROMISES" LEADS "SOMETHING DONE IN RETURN"

EVALUATION

Link made for the right reasons
and accepted by Sherlock. But
no feedback.

LINK #13 9:35 PM

This results in that. If partyl promises to do
something for party2, then, and if they carry it
out, then something's going to be done in remm.

***check feedback

Consideration must be a legal act, so legal act is
a characteristic of consideration. That means it
has to be a characteristic of, because there's an
“and" there.

LINK: "LEGAL ACT" PROP "CONSIDERATION"

WHY DID YOU MAKE THAT LINK?

1. Aconsideration usually has a legal act

2. a legal act is usually true for a
consideration

3. every consideration is a legal act.

Consideration must (a) be legal . . . be lawful.
Maybe legal act doesn't mean lawful. But it's
not necessarily an act. It can be a promise or it
can be an act. But you don't have the word
“lawful”. Legal obligation . , . maybe that's a
better word. Legal act may be . . . consideration
must be lawful. Now a legal act is lawful, but
to be lawful is not necessarily an act.
Consideration must be lawful. A legal
obligation? Obligation? No. Lawful. Legal
Act. Property? Is it property of? is it just like?
Leads w0? Is a type of? it could be part of.

That's that "can be” again.
So I'm going to abort the whole thing.
why are you aborting?
Cause it just [wamed?] me. And

there's no "can be”,
would you like to remove the link?



link removed

EVALUATION
aborted

LINK #14 9:39 PM

Know what I'm saying, cause a legal act is
lawful, but a consideration is not necessarily an
act. It can be an act or A promise.

Say that again.
Because consideration can be an act or a promise.
And this is just an act. So this isn't necessarily .
. so this can be a property, but it's not
necessarily a property.

OK, 50 you want to remove that link
then? Is that what you're saying?

Yes. Like if it say Lawful, that would be better
cause that could be either an act or a promise.

Partyl promises to do something for party?2.
Party2 does something in return. So this
(PARTY1) leads to that (PARTY2). So partyl
promise is contingent on party2 does something
in return. It is contingent upon it. That's the
link. Provided you do this (PARTY?2), I'] do that
(PARTY). Oh, Party2 does something in return
leads 10 party1 promises to do something . . .No.
Party2 does something in return that's contingent
upon partyl promising to do something for
party2. So it's either leads or an isa, It's got to
be a leads. This leads 1o that. This is a leads.

LINK: "PARTY1 PROMISES" LEADS "PARTY2 DOES SOMETHING IN

RETURN"

Because this is contingent on that.
what does that mean, "contingent”?

I mean like, if this is done, that will be done.
that is OK

Oh, no wait. Yeah. If this is done, that will be
done.
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EVALUATION
Link made for the right reasons
and accepted by Sherlock.
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SUBJECT: JANEY

LINK 1

not clear whether believes that
they are really equal, or just
unclear on what equal would
mean.

It is true that if you make a
contract yon make an agreement,
but that is not a good reason to
make equiv link,

I am going to link contract to agreement as equal

contract and agreement are the same thing. if
you are make a contract with someone you are
making an agreement for something.

LINK: "CONTRACT" EQUIV "AGREEMENT"

WHY DID YOU MAKE THAT LINK?

chose 14 5&7

her answers are confused. half
indicate she believes they are
equal (1&4), half indicate bad
rule (5&7).

1.

N o 0 sewR

The likelihood of a Agreement being a
Contract is equal to the reverse

every agreement is a contract

every contract is a agreement
agreement and contract refer to the
same concept

the likelihood of a agreement being a
contract is not equal to the reverse
agreement is another name for
contract

It is not as likely that a agreement is a
contract

In part of this I am applying it in general and in
some of it [ am applying it to this {specific
situation).

an agreement is a contract and vica-versa in this
specific situation
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PLAN FEEDBACK

It would be nice if Sherlock
would take into account that
these sets of facis were
contradictory. It would seem
that the problem is more a
matter of not having thought
clearly about it, rather that
believing or using this rule.

FACT FEEDBACK

Unfortunately she is so
frustrated at this point that she
does not want to try and use this
information to try another link
here.  She returns to this
relationship in link #7 at my
suggestion, but seems to forget
everything that happened here,

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the probiem.
Feedback good, convinced
subject 10 remove link. did not
know what 10 replace it with
though.

LINK 2

you seem to have used the plan:
]

tis not as fikely thata Y is a X

the likelihood of a Y being a X is NOT equal
to the reverse

the likelihood of a Y being a X is = to the
reverse

then

make a EQUIV link from X 1o Y.

I do not recognize that plan.

The computer does not recognize my plan? [ am

not sure that [ recognize my plan.

It doesn't look like it was very equivalent

It seems (o be what I was thinking, but now that

I look at it I don't agree with it.

Were you aware that
every "Contract" is a "Agreement” ?
No, I was not aware of that.
do you believe the computer
yes. butidon't believe that every agreement is a
contract. I think that that is what i was
addressing before.
wouid you like to remove that link?
yes
now I don't have 10 link those 2 do I? Because I
don't want to link those 2 now.

Party] promises [ am going to move that over, I
am going 1o link that as a part of the contract

LINK: PARTY1 PROM PART CONTRACT

When partyl promises to do something for
party2 that is the start of the contract, Its part of
the contract
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EVALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK 3

Move over party2  does
something in return (return).

very good that is what { would have done.
000h!

now I am getting the hang of it.

I am going to link that 1o contract because it is
the other end of the contract.

LINK: "RETURN" PART "CONTRACT"

EVALUATION
Link made for the right reasons
and accepted by Sherlock.

4:33

LINK 4

move over condition next to
Sulfills. .

Interpreting condition as a role
of contract,

so they are both part of a contract, They are the
2 parts of a contract,

very good that is what | would have done

what [ want 1o say is that "partyl fulfiilg
promise” (fulfills) leads to... well ok we will
use fulfills, Now

Iis part of the condition. Fulfills that a condition
for the contract.

LINK: PARTYI-FULFILLS PART CONDITION

Partyl fulfiils the promise that is a part of the
condition of the contract. A contract has
conditions under which they are carried out.
Party 1 fulfills the conditions. its part of the
contract.
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WHY DID YOU MAKE THAT LINK?

Picked 1 & 2
Her answers are reasonable given
her interpretation of
CONDITION.

FACT FEEDBACK
Sherlock is not seeing condition
as a role of contract

(could not explain)

did not remove link

EVALUATION

Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly.

There was a re-interpretation of
the icon. Sheriock had no way
of knowing that this is how she
was using CONDITION.

LINK #5 4:44

move over "consideration act”
(ca) and "legal act” (“legal act”))

1. Party1-Fulfills is a thing

a condttion usually has a Party1-fulfills
Party1-fulfills is a portion of something
there is no chance that a condition is a
Partyt-fulfills

there is no chance that a Party1-fuffils
is a condition

o LN

(Re: #1) I guess it can be. yes.
(Re: #2) YES

You seem to believe that:
A condition usually has a fulfill promise
fulfill promise is a thing
| do not agree
I do believe that a condition usually has what
you are calling a promise.
I think that the computer is wrong. 1 think
condition does usuaily have a fulfill promise
Fulfill promise is a thing, that I don't really
understand.
teil me what it means for a condition to
have a fulfil promise

There is a condition of something in a contract,
and that is what we are talking about, yes?

Lel's go with forbearance. 1 was first looking at
these icons here, instead I am going to look at
the links to try and link something together from
these different links I have to choose from.

Now they are equivalent according to this, So
am going to use an equivalent link.
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LINK: "CONSIDERATION ACT" EQUIV "LEGAL ACT"

Assumes the inverse without according to this paragraph a consideration act is

any evidence a lawful act. So a lawful act is a legal act. Sol
am going the links them as equivalents because
they are both legal acts.

WHY DID YOU MAKE THAT LINK?
1 The iikelihood of a "legal act" being a
“consideration act* is equal to the
reverse
every “legal act" is a "consideration
act”

act”

"legal act” and "consideration act”

refer to the same concept

the likelihood of a “legal act" being a

"consideration act” is not equal to the

revers

"legal act* is another name for

"consideration act”

7 It is not as likely that a “legal act” is a
"consideration act”

2

3 every “consideration act” is a “legal
4

5

2]

To me this is in general or specifically related to
this. Because in general I wouldn't say that a
"consideration act” is a "legal act". In general.
But this is telling me that it is. Why are you
looking at me funny? So I am answering these
question in regards 1o the material here? yes.

(check #1) (Re: #1) because it says here that a
“consideration act” must be lawful. If it is
lawful it must be equal and vica versa,

(Re:#2) Idon't believe that it is, but ... I am not
going to go with that, I don't believe that it is.
But again, related to this, this says that it is.
That is true according to the text,

(Re: #3} No, no. I am contradicting myself, I
know that [ am. But again ...

pointing to statement #2

Show me in the text where it says that
every legal act is a consideration act

"Consideration must be lawful and require
conduct that is not already required by law."

She seems to have trouble and that says that every "legal act” is a

separating a fact like “consideration act”?

every Xisa Y from

every Y is a X. This is also

evident in her reaction to the fact

feedback in link 1.
well, it says that it must be lawful. That to me
means that it must be a legal act. “Consideration
MUST be lawful.”
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Now she seems to understand
that the 2 facts can be separate.
How could Sherlock have
diagnosed that? How could
Sherlock have helped her to see
her confusion?

(check #3)

read over several times)

{did not click it)

putting different meanings on
the facts.

When she is asked to think
about them has no problem.
{checked #7)

(removed check on #1)

final choices 3 & 7
these are correct facts. But
should have led to an is-a link.

PLAN FEEDBACK

{read it again)

that is not the siatemens I am asking
you about
oh, "every "legal act" is a "consideration act™"
ok, no. but every "consideration act” is a "legal
act”, according to this.

(Re: #4) no. It says that a "consideration act”
must be a “legal act”, but it doesn't say that they
are absolutely the same thing

(Re: #5)..s0 a "consideration act” would be a
legal act but not necessarily a "legal act” a
“"consideration act”.

(Re: #7) no, its not as likely as a "consideration
act” being a "legal act".

Am I done?

do you agree with that siatement (47)

" or not

No, I do not agree with that statement. Because
from the text it says that a "consideration act” is
a "legal act”, but it doesn't necessarily say that a
"legat act” is a "consideration act". So that's
why I don't agree with it.

what does the statemen: say?
Oh yeah...you're right, I do agree with it,

You used the plan:
if

everyxisay
itis not as likely thatayis a x
then
make an EQUIV link fromxto y
that is not a good plan
Sounds like algebra, and I am just temrible at
algebra.
Do you think that that is the plan you
used?
you're asking me?
[ guess that is what it came it that I used, but it
doesn't really make good sense, That is the plan
I used, but it doesn't seem like it is a very good
plan or that it is going t0 be equivalent.

At times like this | would make an IS-A link.

It means where I made the equivalent link? huh.
Let’s check that out.
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EVALUATION

Feedback was perfect but she
would not have received this
feedback if I had not prompted
her on the questions.

LINK #5B

trying to use Sherlock's
suggestion to use an is-a link,
Reads the definition of is-a and
realizes she now has to decide
what direction it goes in.
referring to list of rules

So, "legal act" we will... "consideration act"
would be... would be a subset of a "legal act”, or
vice versa, Or do I have to decide that? I guessI
have 1o decide that. Huh, OK. I would say that
a... Well, according to this

a "consideration act” is a type of a "legal act”.
So I am going to connect "consideration act”

LINK: "CONSIDERATION ACT" IS-A "LEGAL ACT"

EVYALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK #6 5:05PM

Now tell me why you did thar.
Well according to this a "consideration act” is a
“legal act". Itis one type, it is a type of a "legal
act”. So it's got to be legal. So.., it's some
type, or kink of "legat act",

Very good, that is what | would have done,

consideration-forbearance (cf), I am going o
move that and [ am going to link it to... leads to
an act ().

LINK: "CONSIDERATION-FORBEARANCE" IS-A "ACT"

consideration and forbearance are an examples of
acts.

That might be true, but ... who cares?
I think, yes, it might be true also, but "who
cares?” I guess it's not really important that its
an act but it was ...

a link you found.
right, exactly, I mean you're right, who cares.
But it seemed like a fairly easy link to make.
OK, we're rolling.
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EVALUATION
Link made for the right reasons
and accepted by Sherlock.

Feedback was appropriate.

LINK #7 5:09

I am focussing on "promise" right now. hmmm,
well.
Let me focus on something else other than
promise. And now [ am actually looking at the
icons instead of the links. So I am kind of
switching back and forth in my approach.
8o back to "contract” and "agreement”
and try to link them
"agreement” is...a part of a "contract”".

LINK: "AGREEMENT" PART "CONTRACT"

Interpreting AGREEMENT as an
act,

An agreement is a main component of a contract.
You are agreeing, 2 parties or whatever, are
agreeing. And that's what makes up a contract.

WHY DID YOU MAKE THAT LINK?

(clickedon # 1)

clicked on number 2

comments as if agreement was a
relationship,

1 & 2 chosen

PLAN FEEDBACK

no feedback

answers were consistent with
PART link so no problem with
link.

1 "agreement” is a thing
2 “contract” usually has “agreement”
3 "agreement” is a portion of something

{Re: #1) yes an agreement is a thing. It's some
type of thing you're agreeing to do.

(Re: #2) yes, that's what it is, it's an agreement
between the parties,

(Re: #3) I don't really understand that. So I am
not going to choose it.

what does that mean? I think that means that ...
I don't know what it means. How come it didn't
give me any feedback? I think that it really
doesn't care about that link. Before when it didn't
care it told me that it didn't care. So I can't
figure out why it didn't give me any feedback.
Maybe its not a real important link.

It bothers me not to get any feedback because I
was looking for another "very good."
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FACT FEEDBACK

Sherlock first interpreted icons
as AGREEMENT and CONTRACT.
Link was not understood with
this interpretation. Only one
out of the 3 facts agreed (both
Sherlock and the subject thought
that #3 was false). Sherlock
then tried interpreting "Contract"
as MAKE-CONTRACT (the act of
making a contract). Using this
interpretation all of the facts
agreed and the link was a good
one,

A bug in the tutoring strategies
failed to reconsider postitive
feedback at this time.

EVALUATION

Link made for the right reasons
and accepted by Sherlock. But
Sherlock gave no feedback.

LINK #8 5:16

Using PROMISE as a promise
which is a consideration,
Sherlock understands this,

If the consideration is a promise it must also be
definite. so.. I am going 1o link promise and
consideration. Promise is a type of
consideration. Let me try that.

LINK: PROMISE 1S-A CONSIDERATION

EVALUATION
Link made for the right reasons
and accepted by Sherlock,

LINK #9 5:18

Icon interpretations consistent
with Sherlock. Good plan. But
based on prior belief that moral

and legal are the same thing.

Very good! That is what | would have done.
you're surprised. Why?

Let's go with "moral obligation” and let's try
"legal obligation” Let's go with a LEADS-TO.
Well I am thinking if something is moral it is
most likely that it is legal. Let's go with the
same, let's go with equivalent. I think moral and
legal are somewhat the same.
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LINK: "MORAL OBLIGATION" EQUIV "LEGAL OBLIGATION"
This one is a lite shaky, I don't know about
this one, but I will try it.

WHY DID YOU MAKE THAT LINK?
1

N e W N

7
8

The likelihood of a *Legal obligation”
being a "Moral obligation™ is equal to
the reverse

Every "Legal obligation™ is a "Morai
obligation®

Every "Moral obligation” is a "Legal
obligation”

"Legal obligation” and “"Moral
obligation” refer to the same concept
The likelihood of a "Legal obiigation”
being a "Moral obligation* is NOT
equal to the reverse

“Legal obligation" is another name for
"Moral obligation”

There is no chance that a "Legal
obligation” is a "Moral obligation”
There is no chance that a "Moral
obligation” is a "Legal obligation”

Oh, I knew that was going (o happen.

{picked) (Re: #1) yes, I believe it is.

{Re: #2) no, I don't think everyone is, but [
think most of them are.

(Re: #4) [ think it is a matter of opinion, but...

I better say no.
read several times {Re: #5) No, | think it is equal to the reverse.
well,
picked #7 (Re: #7) no, there is a chance.
please read them carefully
unpicked #7
final choice 1 only
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PLAN FEEDBACK

no fee

why no feedback?

Sherlock decided that the plan
used was r-same-equiv. Facts
1.2, & 3 are the antecedents for
this rule. She only chose #1.
But r-same-equiv is the only rule
which has #1 as an antecedent.
Since the link she made matched
the consequent for the rule,
Sherlock decided that this was
the best match,

Possible Solutions:

. Have a buggy

production which says that if the
only thing you know is that
there is an equal chance in each
direction make an equiv link,
This would have been the
production matched, and then
Sherlock would have known
what to say,
2. Have Sherlock construct
buggy productions on the fly by
noticing that the maiched
production really did not have
enough antecedents selectad.

{removes link)

do you still like thas link?
no. for 2 reasons. I trust the computer. When
all of those questions come up it makes me think
twice about it. And the second reason is that it
didn't give me any feedback. So I don't think it
was the best choice.
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FACT FEEDBACK

No feedback on facts

When link was first made
Sherlock assumed that "Moral
Obligation" represented MORAL-
OBLIGATION and "Legal
Obligation" represented EXIST-
LEGAL-OBLIGATION (the fact
that a legal obligation exists).
Using these interpretations
Sherlock agreed on 6 out of the
8 facts. The two disagreements
were facts # 7 & 8 above.
Sherlock believed that there was
no chance in either direction, but
she had not indicated that she
agreed with these.

Then Sherlock tried again
interpreting "Moral Obligation”
as EXTST-MORAL-OBLIGATION,
Using this interpretation there is
a small chance that the existence
of a moral obligation implies
the existence of a legat
obligation. Thus Sherlock
considered facts 7 & 8 to be
false. There is now a perfect
match between the learner's
answers and Sherlock's, so this
interpretation is used. Since
there is no disagreement on
facts, there is no feedback on
facts,

EVALUATION

Link was bad because of a bad
plan. Sherlock recognized that
the plan was bad, but failed to
recognize why the plan was the
problem,

LINK #10 5:28

{consideration act has is-a link
to legal act. both are near
contract)

I am going o try and link consideration act and
legal act 10 contract. But I am not going 10 do
that because I don't really see the link.
Wait, do you think that they are related?
Well, [ think they are related in regards to this,
Then do your best,

I am going to have to say property link because
these things, consideration act and legal act, are
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clicks on CONSIDERATION
then ACT LEGAL ACT then is
about to click on contract but
link menu comes up.

characteristic of, or they are attributes of the
contract. You need these things in order to have
a contract.  These are parts of. They are
properties of whatever the contract is.

oh, I thought I could link both of them.,

No, you cannot link 3 things to another

S0, I have to link just consideration act?
Whichever you want, but you can only
link one..

LINK: CONSIDERATION ACT PROP LEGAL ACT

Ran out of tape at this point.
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SUBJECT: JENNIFER

LINK 1 1:67 PM
Thoughts do not seem to lead to Think how . .. what would be the best one to
conclusion. do first, Start . . . since the text

deals with contract, I guess I'll start with the
word contract. is .an agreement. It can be an
oral agreement or a written agreement. Hmmm.
It can be equal to an agreement. I'm going to say
Is an agreement. So oral agreement isa contract.

LINK: "ORAL AGREEMENT" IS-A "CONTRACT"
because a contract. . . can be an oral agreement.

WHY DID YOU MAKE THAT LINK?
every oral agreement is a contract.
it is not as likely that a contract is an oral
_agreement
an oral agreement might be a contract
It is not as likely that an oral agreement
is a contract
5.  Every contract is an oral agreement

rw Mo

{Re: #1) No.
(Re: #2) NO it might be a contract
Picks no 3 (Re: #3) Yeah

(Re: #5) no

final choices 3 only.
This fact is true,

PLAN FEEDBACK
No feedback but it says Would Yeah, because I also question
you like to remove the link.

I think I will
and put . . . change it. I guess an oral

agreement is equivalent to a contract.
same bug as link s-4
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EVALUATION
Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly.

LINK 1B

LINK: ORAL AGREEMENT EQUIV CONTRACT

WHY DID YOU MAKE THAT LINK?

link aborted
LINK: #1C

Or maybe it's a type of contract? Leads to a
contract?

tell me what you're thinking

I think . . . it's like. It's just like
a contract.

It's a type of contract. That's not . . .. It's not
like

it could lead to a contract. An oral agreement
could lead to a contract

LINK: ORAL AGREEMENT LEADS TO CONTRACT

First statement does not lead to
the second. Plan is not good
anyway,

WHY DID YOU DO THAT?

A type of contract can be an oral agreement so if
you make an oral agreement, you've made a
contract.

1. doing oral agreement will cause
contract

if there is an oral agreement there will
be a contract

a contract usually has an oral
agreement

oral agreement can be a condition of
contract

Qral agreement is usually true for a
contract

LA
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picked no | (Re: #1) Yeah, doing an oral agreement will
cause a coniract.

final choices is 1 only

This isn't easy Ric.

PLAN FEEDBACK
No plan feedback because if the
fact were true, it would have
been a good plan.

FACT FEEDBACK

You seem to believe that:

doing an oral agreement will cause a
contract.

I do not agree.

Yeah. an oral agreement will make a contract, [
think the computer's making a mistake.

EVALUATION
Sherlock recognized the link as
bad but was not able 1o diagnose
the problem correctly.

Could not diagnose it because
she read facts 1o fit her thinking,

LINK 2 1:13 PM

Moved over the icon “partyl This is an example of a contract.
promises 1o do something for

m‘yz"

If this was true it would be a
good reason for an is-a link.

LINK: "PARTY1 PROMISES TO DO SOMETHING FOR PARTY2" IS-A
"CONTRACT"

WHY DID YOU MAKE THAT LINK?
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Seems to be saying that she
agrees with #1, but does not
pick it.

Is she deciding then that she
really should make a part link?

Selected No 3

Selected No 5

She defines "usually” as ofien
but not always

Final choices 3 and 5

{reads from paper]

PLAN FEEDBACK

Would have been nice if
Sherlock had realized that this
was a backward 1S-A plan.

1 Every party promise is a contract

2 i Is not as likely that a contract is a party

promise

3 A party promise might be a contract

4.  itis not as likely that a party promise is

a contract

5 Every contract is a party promise

6 A party promise is a portion of
something

7. Acontract usually has a party promise

(Re: #1) Every party promise is a contract.
Because, well, | mean, if someone . . . cause a
contract has 10 be informally say
well T'll do this and you'll do that, but it's not a
contract.

(Re: #2) No, because it is a part. That's what it
is.

(Re: #3) Yeah. ..

(Re: #5) Yeah. Because partyl promises party2
something. It's a contract. A contract is a
promise,

s
(Re: #6) Yeah, but it doesn't have anything (o
do with . ..

(Re: #7) No, it always has a party promise.

So, Every party .. .. is a contract. Every party
. itis not

It's probably going to tell me that it thinks it's
wrong. It could be an equivalent 1o because
What the paper says. it could also be
equivalent.

You seem to have used the plan:
i

every Yis an X

XmightbeaY

then

make an isa link from Xto the Y.
| do not recognize that plan.

Yeah. It is the plan I used. Yeah, it should
recognize this plan. No, I guess I don't think it's
a good plan,
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FACT FEEDBACK

BecauseisakindameansthazAisBandBisA
and if you have the them might being, then it's
not always,

Are you aware that

a contract usually has a party promise

A party promise is a portion of something.
Would this change your choice of link?

1. Yes I was aware of that,

2. Oh, it's probably a portion of the contract
I didn't think like that

OK, you were sort of aware of those

facts before?
Yeah,

So hearing them now would not change
Your choice of link.

Yeah, it would.

How would it change it?
Ummm. I'd probably use the partof

Ok, well, if you were aware of it before,
Well, no. I thought I was aware of the first one,
but the second one . . . I wasn't aware . . . Yeah,
I wasn't aware,

Oh, I see. OK Do you believe it?

A portion of something? A portion of the
contract.

Yeah. So you were aware of it on
some level, but just never thought of it.
in those terms.

Yeah

Now that you're think in those terms
you're thinking maybe it could be

maybe it can be
A part link?
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link removed.

EVALUATION
Sherlock correctly rejected the
link and was able to correctly
diagnose the problem.
Irapressive because it was result
of faulty facts and bad plan, and
Sherlock found both,

LINK 2B 1:26 PM
She was hinting that she was
going to use a part link, now
suddenly she uses a leads link.

Would you like to remove the link?

Yes.

I might try the leadsto. Party] promising to do
something for party2 leads to the contract.

LINK: "PARTY1 PROMISES TO DO SOMETHING FOR PARTY2" LEADS

"CONTRACT"

EVALUATION
Link may have been made for
the right reasons and accepted by
Sherlock,
Sherlock determined that the
antecedent for a LEADS link (X
is a condition of Y) was trye.
The way it determines if X is a
condition of Y is to determine if
Xisachildofarole of Y, and a
descendent of CONDITION.
CONSlisarole of Y and is a
descendent of CONDITION. In
this case X is a condition for
CONS2.
Since X is a condition for a part
of Y, Sherlock determines that it
could be seen as leading to Y.

promising something to party2
- a contract . . . and that agreement lead
o a contract between them,

that is OK.
So I'm kind of right. for party 2.
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LINK 3 1:27 PM

she's moving (SOMETHING
DONE IN RETURN FOR A
PROMISE ) and
{CONSIDERATION PROMISE)
and (CONSIDERATION) starts to
make a link  from
CONSIDERATION 10
SOMETHING DONE IN RETURN
FOR A PROMISE. gets the menu
and then starts reading over the
kind of links that are available.
Reads definition property

LINK: "CONSIDERATION" IS.A

PROMISE"

partyl promises to do something for party2 the
thing which one person asks another person to do
in return for a promise is consideration.

I think I'll use an isa link one more time.

"SOMETHING DONE IN RETURN FOR A

WHY DID YOU MAKE THAT LINK?

Picked no 5

link aborted

EVALUATION
aborted

1. every consideration is a return for a
promise

it is not as likely that a return for a
promise is a consideration
consideration might be a return for a
promise

it is not as likely that a consideration is
a retum for a promise

every return for a promise is a
consideration

return for a promise and consideration
refer to the same concept

o o s W owN

Can I change the link already?

chose the abort to get rid of this link.
Why do you want to abort?

Is equal to. I think it defines something done in
return for a promise they're equal. Because it's
not. It says the thing which one person asks
another (o do in return for a promise is the
consideration,
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LINK 3B 1:32 PM

LINK: "CONSIDERATION" EQUIV "SOMETHING DONE IN RETURN FOR A

PROMISE"
what specifically cued You, do you
think?
When it said, when it asked the question "a
consideration and g Promise refer to the same
thing” When you would think about it they are,
You can either call jt a consideration or you can
call it a return for a promise. And you're talking
about the exact same thing.
very good. That is what | would have done.
EVALUATION
Link made for the right reasons
and accepted by Sherlock.
_
LINK 4 1:32 PM
Sound thinking, And consideration can be another promise or it

can be an act, so . . they're not equal because a
consideration act is not a consideration, because a
consideration can also be a consideration
promise. So a consideration act is a type of
consideration. So | guess I'll try the isa link
again,

LINK; CONSIDERATION ACT ISA CONSIDERATION
very good. That is what | wouid have done.

EVALUATION
Link made for the right reasons
and accepted by Sherlock.
_
LINK s 1:33 PM
moved consideration promise same thing for consideration prornise.

over near the consideration icon

LINK: "CONSIDERATION PROMISE" IS-A "CONSIDERATION"
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very good. That is what | woulkd have done.

Yea!
EVALUATION
Link made for the right reasons
and accepted by Sherlock.
LINK 6 1:34 PM

Now we're going 10 see if we can link the act and
the promise. [ think a NOT link would be good.
They're not the same. It's not an equivalent link,
and it's not a property link. and one doesn't lead
10 the other. and they're not part of each other.

LINK: "CONSIDERATION ACT" NOT "CONSIDERATION PROMISE"

that is OK.

EVALUATION

Link made for the right reasons

and accepted by Sherlock.

Feedback was perfect,

LINK 7
Consideration may also consist of forbearance.
Ohh. Forbearance. That is refraining from doing
what one has a right to do. So, consideration . .
. where's forbearance?

moves forbearance over to the and forbearance is a consideration

other part of the screen near

consideration act

Oh wait, yeah, because forbearance can be a
promise and an act, but we won't worry
about that for now

LINK: "FORBEARANCE" IS-A "CONSIDERATION"

Feedback is more neutral this that might be true but, who cares?

time because she use

“forbearance” instead of

"consideration-forbearance."
(laughter] Well, maybe it's trying to tell me
something.
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Unfortunately she maybe there's no link between them. I'm going
misunderstands the more neutral to go on.

feedback. She probably did not

see the “consideration-

forbearance" icon and sees no

difference between this and the

previous 2 links.

EVALUATION
Link made for the right reasons
and accepted by Sherlock.
LINK 8 1:37 PM
moved “not going what one has Now forbearance is . . . not doing what one hag
the right to do" over near the right to do. That is, I think they're the same.
“forbearance” They're equal. You can use both terms,

LINK: "NOT DOING WHAT ONE HAS THE RIGHT TO DO" PART
"FORBEARANCE"

look out something's not right
WHY DID YOU MAKE THAT LINK?
computer asks why did you do
that.  Subject says abort.
Computer asks would you like
lo remove that link? Subject
says yes.
LINK: #8B
LINK: "NOT DOING WHAT ONE HAS THE RIGHT TO DO" EQUIV
"FORBEARANCE"
very good. That is what ! would have done.
EVALUATION

Link made for the right reasons
and accepted by Sherlock,

LINK 9 1:40 PM
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She is pointing at the
CONSIDERATION
FORBEARANCE icon,

she's pointing to the other place
where she used consideration

moves consideration forbearance
over near consideration

looking at CONSIDERATION
FORBEARANCE.

moves the icon back away
again.

moves over act underneath icon
for consideration act. trying out
all the possibilities for act and
consideration act,

Now, consideration must be lawful. IF the
consideration is a promise, it must also be
definite. OK, let's start at the bottom and move
up. See if there's definite in here.

What's this icon, consideration forbearance?

Maybe they aren't connected.

There's no "definite” so I won't do that. I'm
trying to figure out where this consideration
forbearance (square?] goes. I guess
something done in return for a promise can be
consideration and forbearance. I mean, I don't
know why they'd have those squares . .. but

I don't like that square

It doesn't seem necessary, so I'll put it back over
there,

consideration act can be an act.

AN ‘act is an auribute of, an act is a
characteristic of. It can be an atribute, it could
be equivalent,

OK. Ithink it's....An actis an example of a
. .. I think it's a property because an act is a
characteristic of a consideration act

LINK: "ACT" PROP "CONSIDERATION ACT"

it's going to ask me why,

WHY DID YOU MAKE THAT LINK?

a consideration act usually has an act
act is usually true for consideration act
every consideration act isa act
consideration act and act refer to the
same concept

el ol

1. It always has an act.
oh, wait, no, go ahead. it’s just that if
something always has, then it usually
has. Right?

But usually is like a might . . .
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picks no 3

she says done with only choice
No 3.

Her answer is consistent with an
IS-A link which is what
Sherlock would have done.

PLAN FEEDBACK

Her thinking matched one of the
buggy productions so Sherlock
was able to explain the problem
clearly.

FACT FEEDBACK

Would you say Ric usually wears
clothes when he comes to UCLA?

But there, that leaves you the possibility that one
day Ric might not wear clothes. But I think if
he always wear clothes, there's no way Ric will
every show up at school without any clothes on,

2.
3. Yes

4. Oh, I'm getting where I was before.

There can also be no links between them, right?

You used the plan:
K

evary Yisan X

then

make a property link from X 1o Y.
that is not a good plan.

It all Ys have the properties of X, maybe Y isa
X

OK, that makes sense, though. That all Ys have
properties of X. Then maybe Y is X. ButIcan't
figure out what . . . is this Y and this X? Which
is X and which is Y? Here.

looking at the plan, it gives you, how
could you have possibly figured that
out?

Every Y ... . don' think that's the plan I used.
I didn't say that every Y is an X. I said that
every Xisa Y.

No, it can't be that either. Looking at that plan,
I think it got it wrong, but I don't really

remember what i said. If I did check that one, I
was wrong.

Were you aware that:
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For some reason Sherlock is
interpreting  "act" as
CONSIDERATION-ACT.

Yes, she does think it is true.
she has removed the link

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem,

Actually the plan problem was
correctly diagnosed, but the fact
which came from the icon
interpretation might confuse her.

LINK 9B 1:50 PM

consideration act and act are different names
for the same concept?
Would you change your choice?
Yeah, Yeah.
where you aware of that?
No. Or was I?
would you like to remove that link.
No.
do you think it’s true?

Do I think it's true? ok, we'll try . . .

LINK: "ACT" IS-A "CONSIDERATION ACT"

Because consideration act . ., . maybe there's
nothing more to it than just the act,
Consideration may be . . . or it may be an act.

WHY DID YOU MAKE THAT LINK?

every act is a consideration act

it is not as likely that a consideration act
is an act

act might be a consideration act

it is not as likely that act is a
consideration act

every consideration act is an act
consideration act and act refer to the
same concept.

PO aw

before you answer the facts, look at the
link you made and tell me in your words
why you made that link.
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She may be saying this now
because of the wrong fact
Sherlock just gave her.

she aborted the question menu.
It asks if she wants to abort the
link. she says yes,

EVALUATION
aborted

LINK 9C 1:52

An act is what happens when you have a
consideration act. I mean, it's that . . . in the
contract they , what they do is they give you the
consideration and then say we'll have a
consideration act and can do is act. Do
an act. He's not going to promise anything . .
-he's going to sell a car or do something. And
$0, if a consideration act is doing something,
then doing the act. An act is a consideration. Or
maybe . . . they're equal. )

Yeah.
why would they be equal?
Because you can say . . . you could say act or
you could say consideration,
A definition. An act is a definition of

consideration act. A promise may be ... To
define consideration act as an act. Yes. OK.

I'm going to try that.

did I try that before??

LINK: "ACT" EQUIV "CONSIDERATION ACT"

Sherlock liked it because it
matched the icon interpretation
it had for her. Is that bad?

Yes, but did she learn a good
thing?

EVALUATION
Not clear whether we should

consider her link as appropriate

or not.
Will count it as correct
diagnosis.

very good. That is what | would have done.

Oh, it liked that. That means promise is the
same thing. Because. After All that I had to
learn something,
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LINK 10 1:53 PM
moves the promise icon
underneath consideration
promise

LINK: "PROMISE" EQUIV "CONSIDERATION PROMISE"

very good that is what | would have done.

EVALUATION
Not clear whether we should
consider her link as appropriate

or not,

Will count it as correct
diagnosis.

LINK 11 1:54 PM

OK, a consideration must be a legal act. So a
legal act is a property of consideration.

LINK: "LEGAL ACT" PROP "CONSIDERATION"
WHY DID YOU MAKE THAT LINK?
1. Acontract usually has a legal act
2. Legal Act is usually true for contract
3.  Every contract is a legal act
(Re: 1) I don't like the word "usually"”
think of it as "always"”
picks no I, picks no 3 Oh. As "always?"

(Re: 3). I don't understand that.
final choices: 1 and 3

PLAN FEEDBACK
Sherlock determined that she
was using r-maybe-prop. This
is probably correct, so lack of
plan feedback is appropriate.

FACT FEEDBACK
You seem fo believe that

& consideration usually has a legal act.
| do not agree.
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Yeah, that's something I believe. But I don't
think that the computer's right.

Would you like 1o remove that link?
No.

EVALUATION

Sherlock correctly rejected the

link and was able to correctly
diagnose the problem.

LINK 12 1:57 PM

learner moves over PARTY]
PROMISE node towards that
construction she has on the

Screen,
In the contract Partyl fulfills a promise.
the party the contract.
OR
inaudible stuff here at end
So it's the portion of the contract or . .. no, it's
not an example of or type of . . . leads to . . .
contract leads to party1 promise.
pointing down from “contract” I'can go this way, right?

to "partyl fulfills promise”

- - - contract leads to .. ., characteristic property

Party1 is a part of the contract, That might be a
[type ?] link then. Party] fulfills the

promise,
LINK: "PARTY1 FULFILLS PROMISE" PART "CONTRACT"
no feedback from the computer It liked it, T assume. Or it has no comment?
on this one

enough to argue with it

anymare,

EVALUATION

Link made for the right reasons
and accepted by Sherlock.

But, there should have been
feedback. No feedback after
network change bug.
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LINK 13 2:00 PM

She moves "written Agreemens”
over next lo "oral agreement”

Written agreement. what are we going to do
with this one? Let's try it again.

writlen agreement is a contract.

LINK: "WRITTEN AGREEMENT" ISA "CONTRACT"

I won't worry about contradicting myself on oral
agreement

WHY DID YOU MAKE THAT LINK?

Picked no 1,

final choice: 1 only.

PLAN FEEDBACK

This feedback is appropriate on
the plan level. Unfortunately,
because the fact that every X is a
Y is false, she may
misunderstand and think that
Sherlock is suggesting that she
make an EQUIV link here.

1 Every written agreement is a contract

2 It is not as likely that a contract is a
written agreement.

3. Written agreement might be a contract

4. It is not as likely that a written
agreement is a contract

5 every contract is a written agreement

(Re: 5) I think this is right. Every contract is a
written No, because a contract can be oral,

you used the plan:

Keovery XisaY

then make isa link from Xto Y

that is not a good plan.

That is too generai

unless you aiso know that there is less
chance that a contract is a written
agreement, an equivafent link might
be more appropriate.

Well, that is the plan I used. Is it saying that
unless you know it can be something else, [then]
it should be equivalent. That's what it's saying.
Right?

OK.
Yeah, there is less chance because a contract can

be an oral agreement. I bet equivalent won't be
appropriate either . . . because
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FACT FEEDBACK

EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem.

LINK 14 2:06 PM

she moves "Agreement” over
next to :"Contract”

you seem to believe that every written is a
contract. |do not agree.

Yes, I believe that. find one
written agreement that wasn't a contract, than
off,

OK. Do you think such a thing exists.?
No. Idon't think it does. Wait . ..

OK. Go ahead and
OK. Written agreement,
No, agreement anything because [
think you could take it to court and it would hold
up.
Would you like to remove that link?
No.

OK. Contract and agreement.

Contract is equivalent to agreement. We have an
agreement. We have a contract. It's equivalent.

LINK: "AGREEMENT" EQUIV "CONTRACT"

WHY DID YOU MAKE THAT LINK?



because she thinks it's true but
not sure

picks no. 2

picks no 3

Picks no 4. and no. 6.
final choices, 2, 3, 4, and 6.

(offering only one choice)

Clicks Done

This should not have been asked
at this point, a bug.

PLAN FEEDBACK

It would certainly seem that
Sherlock should recognize this
plan. The problem is that the
learner has given antecedents
from a number of plans which
lead to an EQUIV link, and the
network was not able to settle
on which one she was using.

-l

the likelihood of a contract being an
agreemen is equal to the reverse.
every centract isa agreement

every agreement isa contract'

contract and agreement refer to the
same concept

the likelihood of a contract being an
agreement is not equal to the reverse.
contract is another name for
agreament.

> o sen

(Re 1) Not too sure of no 1.

(Re: 2) it's why I make the link

(Re: 3) Oh, no. here we go again.

(Re: 4) Contract and agreement refer (o the same
concept.

Why did you do that?
Agreement is usually true for a contract.

No, I don't think it applies,

Wouid you like to remove that link?

-

No.

You used the plan:

K'Y is another name for X

Y and X refer to the same concept

every XisaY

every Y isa X

then make an equivalent link from X to Y.

I do not recognize that plan.

I don't see why it wouldn't recognize it. That's
obvious. No more questions?
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She is asked if she want's to
remove the link.

NO.

FACT FEEDBACK

Did not comment on all of the
bad facts because was unable to
determine what plan she was
using. Sherlock only comments
on bad facts which actually led
to the bad link. Did not
comment on correct facts which
would have led to a good link,
because failed to see the correct
relationship. This is a bug,
Sherlock would have recognized
the correct link if the EQUIV link
had begun with "contract.”

EVALUATION
Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly.

LINK 15 2:10 PM

Party! fulfills a promise and partyl . . . party2
does something in return. - _in
order. is a contract. Is a part of a contract is that
party] fulfills a promise.

Move over the icon for "Party2

dos something in return”
Hmmm. results in. OK, partyl fulfills a
promise . . . .which leads to party2 dose
something in return,

LINK: "PARTY1 FULFILLS A PROMISE" LEADS "PARTY2 DOES SOMETHING

IN RETURN"
Oh, wait a second. But what if party? does
something first?
(reads from the instructions)
cancels the link she was making

cause [ think it might be the other way around.
Because if party2 dose something in return,
party1 fulfills the promise. No . ..

Partyl fulfills a promise which leads to party2

dose something in return. Let's go back and try
what we were going to try before. Leads to.
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Because [ think party1 fulfills the promise when
party2 dos something in return. SO like with
the contract, partyl says, I'll so this if you do
this, and party2 does it, and that makes . . . . oh
but that's backwards.

OK, we'll try it the other way.

cancels the link she was
making. Clicks on "Party2 dose
something in return” and clicks
on “partyl dos promise”, clicks
a link.

EVALUATION
aborted

LINK 15B

LINK: "PARTY2 DOES SOMETHING IN RETURN" LEADSTO "PARTY1
FULFILLS A PROMISE"

That is OK.
EVALUATION
Link made for the right reasons
and accepted by Sherlock.
Feedback is not perfect, though.

LINK 16 2:15 PM

wait. Something done in return for a promise,
party2 dose something in return for a promise.
So they should be equal

clicks on "party2 dos something
in return for a promise” and then
on "something done in return for
a promise”, then is perusing the
different menu choices.

LINK: "PARTY2 DOES SOMETHING IN RETURN FOR A PROMISE" EQUIV
"SOMETHING DONE IN RETURN FOR A PROMISE"
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WHY DID YOU MAKE THAT LINK?

picks no. 1

pick no 3
click no. 4. Pick no. 6
final choices: 1,3,4, and 6

PLAN FEEDBACK

Same problem as in link #14

FACT FEEDBACK

1. The likelihood of a return for a promise

being a party2 return is equal to the

reverse.

évery return for a promise is a party2

return

every party2 return is a return for a

promise

return for a promise and party2 retum

refer to the same concept

the likelihood of a return for a promise

being a party2 return is not equal to

the reverse.

return for promise is another name for

party2 return

7. it is not as likely that a return for
promise is a party2 retum

o

(Re: 2) No, it could do another promise, and in a
sense, that would be a return for a promise. No,
wait, That doesn't make sense. No. I don't think
it has anything to do with it.

You seem to have used the plan:

Y is another name for X

Y and X refer to the same concept

evety XisayY

the likelihood of a Y being X is equal to the
reverse

then make an equiv link from Xto Y.

I do not recognize that plan.

IT doesn’t recognize it. But it's OK, because
that's what all these if's lead to.

were you aware that

it is not as likely that a return for promise is a
party2 return.

Would that change your choice of link?

No, I wasn't aware of that. I mean, I wasn't
aware of it because I didn't think it was valid.

if you believed that were true, would it
change your choice of link?
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EVALUATION

Sherlock correctly rejected the
link and was able to correctly
diagnose the problem.

Correctly diagnoses that the fact
was part of the problem. But
incorrectly thought that the plan
was also part of the problem.

Yeah, because isn't it saying that ... as likely
that a return for a promise is a party link.
not likely that a return for a
promise is a party link? Party link? No, party2
requrn,

Yeah, I would, but I don't think that. I mean, I
still think they're equal.

not that they're equal , but that the
chance they're equal in both directions.

Yes.
oK
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SUBJECT: STAN

LINK #1 1:19

Thought that they were retated
but since he could not find the
right link decides that maybe
they are not related

has a rule: if x is y then x is a
prop of y. misreads the
definition of prop link to
support this,

read definition of PROP link:

He seems to be mis-reading the
definition,

I guess I will start with the fundamental which is
a contract and an agreement. Because that was
the first sentence of what [ read. A contract is
usually an agreement, so they are not equivalent.
It's not of something, although I suppose an
agreement can be part of contract. [ guess a
contract can have an agreement language and
maybe something else in it,

But I guess it's more like a property, well no, an
agreement is not a property of contract. That is a
hard one. They can't be equivalent, they don't
necessarily lead to each other... I am not really
sure that the two of them go together.

So... one thing I am sure is that a contract is a
legal act. A coatract is a legal act. SoI guessa
contract is a property of a legal act,

content of one is an attribute or a defining
property of the class  Well.... contract is
definitely in the class of legal act so I am going
to define this with a property link. contract is a
property of a legal act.

LINK: "CONTRACT" PROP "LEGAL ACT"

WHY DID YOU MAKE THAT LINK?

These are all the reasons
Sherlock would have made a
prop link here (the third fact is
from a buggy production),
There are fewer than normal
facts because Sherlock woyld
not have made any link here..
Dpicked #2

His wording is accurate, but it
does not match the fact,

1 a "legal act” usually has a "contract”

2 “contract” is usually true for “legal act”
3 Every "legal act” is a “contract”

(re: 1) Woops, I wanted it the other way,

(re: 2) OK, I will take the middie one
A contract is usually a legal act.
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PLAN FEEDBACK

gives no plan feedback because
fact #2 would have been
sufficient reason to make a
PROP link if it were true.,

FACT FEEDBACK

He is applying the rules for an
is-a link to the prop link. He
s¢ems to understand the
relationship between them, just
has the links messed up.

Because he assumes ‘that the
problem is direction and not
link-type he never considers
ancther link type. Thus he
assumes that the directions are
wrong on direction for prop
link.

You seem to believe that:

contract is usually true for legal act

| do not agree.

Not every legal act is a contract but a contract is
a legal act. I am not quite following the syntax.
It is accurate that I believe that. But I think that
the computer is making a mistake.

Were you aware that;
Every contract is a legal act
It is not as likely that a legal act is a contract
Would that change your choice of link?
It would not change my choice, it would change
the direction. ~ Which is apparently what the
computer didn't like.
Are you saying that these facts are facts
that you already know?
right.
But having them stated to you in this
way has changed your mind?
If I follow the property link as it is described in
the materials, the more general one is the one
that's being linked to. The specific one is the
one where the link originates. legal act is the
more general activity. So, according to the
information I have I should be starting with
contract and going to legal act. A contract by
definition... unless there is such a thing as a
contract which is not a legal act. Now I am
assuming that every contract is a legal act. So
according to the information I have I am right
and the computer is wrong.

At this point all the computer is saying
is that these facts are true, do you agree
with that?
yes. I would deduce one of two things. Number
one, the instructions here are not accurate. I
think what is happening is the direction of the
link more than the link. And either the
directions I have here in terms of how you
determine the direction of the link are incorrect,
in which case the computer is looking for the
other direction.
Or else, the second possibility is that I am just
too stubbomn to understand what the computer is
trying to say.
would you like to remove that link?
no.
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EVALUATION .
Sherlock correctly rejected the
lipk and was able to correctly

diagnose the problem.

The problem seems to be at a
very low level though, using
different words for same ideas.

LINK #2 1:28

Has a correct understanding of
relationship between contract
and agreement. Good use of is-a
link,

a contract is an agreement, I would say that those
are essentially equivalent. Let me look at the
definition of equivalence. But you can have
agreements which are not contracts. So I would
say that contract is a specialized form of
agreement. The more generalized concept is
agreement so we will start with contract. Its the
specialized form of agreement.

LINK: CONTRACT IS-A AGREEMENT

EVALUATION
Link made for the right reasons
and accepted by Shertock.

LINK #1B 1:30
Somehow seeing this IS-A link
helps him see the source of
problem in link #1

(removes prop link from
“Contract” to "Legal act”).

Very good!
That is what | wouid have done.
OK. I got one right

actually now that I look back at the first one
(indicates the link between "Contract” and "Legal
act”) I am going to make this one an is-a. I am
going 10 go back to that first one and change it
again. Because it really is a sub-class.

And say that a "Legal act” and "Contract"... let's
see the "Legal act” is the more general category,
"Contract™ is a type of "Legal act"

LINK: "CONTRACT" 1S-A "LEGAL ACT"

PLAN FEEDBACK

That might be true,
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I would have expected Sherlock
1o either interpret "Contract” as
CONTRACT (in which case the
link would be wrong) or as
MAKE-CONTRACT (in which
case it would be OK). In this
case it used CONTRACT. Buta
small amount of activation
always goes 1o alternate
interpretations from the concept
node. Usually this is too small
to do anything. In this case
MAKE-CONTRACT has a strong
link from the concept node
(since it is such a viable
alternative) and there is a very
strong link from MAKE-
CONTRACT to LEGACT. This
allowed a small amount of
activation to reach LEGACT.
Thus the conditions for an
irrelevant link were met, and so
Sherlock did not check the
alternate interpretations,

FACT FEEDBACK

EVALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK #3 JUNE 21 1:32 P.

move oral agreement out.

move written agreement out

Not clear that he really believes
that they are equivalent. More
like he is just not thinking it
through completely,

LINK: . WRITTEN AGREEMENT

Now that he thinks about it
realizes that it is not equiv.

But... who cares?

Well, you should compliment me that I realized
what my mistake was and 1 corrected it. It
should be telling me that first of ali it is about
time I figure out what was wrong. But "who
cares,” 1 don't quite understand why it is saying
that. ‘

Contract is an oral agreement. I guess it can be.
And a written agreement is also . . . that might
be different. A written agreement I guess is
synonymous with a contract. Qoops, OK.
it again. OK. A written agreement is a
contract. So I will say that's an equivalent

EQUIV. CONTRACT
Although come to think of it, it does not
have to be a legal contract.

Now . . . computer isn't going to like this one.
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WHY DID YOU DO THAT-

{picks abort)

Answers yes to Remove (he
equivalent link

LINK #3B

.

The likelihood of 4 contract being a

written agreement Is equal to the

reverse.

Every contract is a written agreement.

Every written agreement is a contract

Contract and written agreement refer

1o the same concept.

The likelihood of a4 contract being a

written agreement is not equai to the

reverse.

6 Contract is another name for written
agreement

Oh, why did you do that? I can't agree with any

of these

O sawm

Would you like to remove that link?

I guess we'd have to say that a written agreement
is a subset of contract . . . So I guess ¥ou come
back to an isa,

LINK: WRITTEN AGREEMENT IS A CONTRACT

WHY DID YOU MAKE THAT LINK?

Pick:  Written might be q
contract
Select No. 4

Done

PLAN FEEDBACK
Theplanseemstobethereal
problem. These are not good
Teasons to make an 1S-A link.
See next link for an explanation
of this problem

1 Every Written is contract

2 It is not as likely that a contract is a
written

3 Written might be a contract’

4 It is not as likely that a written is a
contract

5 Every contract is 3 written

6 End of choices

(re: #3) Select that one

(re: #4) because MOost contracts are written and
yet there are many forms of writing
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FACT FEEDBACK
This seems to be an incorrect
statement.

EVALUATION
Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly.

LINK #4 1:37 PM
This is true, but there is no link
for that,

You seem to believe that:

Written might be a contract

| do not agree.

Sorry, computer, I can't go along with that, So
I''m just going to click on OK and I want to
continue.

Would you like to move that link?
Noo.

OK, an oral agreement ¢an be a contract

I'll do the same thing for oral agreement. It's a
sub-clause or it's a subset or an example,
although one would not know it from the
material that I read here.

I'm going to try and make that an isa also.
Wether the computer likes it or not.

LINK: ORAL AGREEMENT ISA CONTRACT

This is an untrue statement.
seems to understand the
relationship but is placing his
Own interpretation on what it
means to be a type of..

The oral agreement . . . it's a type of contract,
An oral agreement can be a contract. It's not
necessarily a contract.

If it has the legal auributes described, then it is,
in fact, a contract,

WHY DID YOU MAKE THAT LINK?

Every orat agreement is a contract.

1 is not as lkely that a contract is an oral
agreement.

Oral agreement might be a contract.

It is not as likely that an oral agreement
is a contract.

Every contract is an oral agreement.

o A0 M

I'm going to go through the same process as
. . . oral is a contract, that's clearly not true.

We do many oral things. Like singing . . . thar's
not a contract.
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Picks number 3.
This is true

Well, no, they mean oral as a shorthand
Jor oral agreement

Oh, OK.
I would say,

Is every oral a contract” ? No, if it doesn't;t
have the attributes discussed on this sheet, it
would not be a contract. I;m assuming contract
means a legal contract, or a contract with the
properties described on this sheet,

Oral might be a contract. That's clearly true.
That's the third one, but let's go in order.

It is not as likely that a contract is an oral . . .
As an oral is a contract . . .,

I want my mama. Where are you when [ need
you.

It is not as likely that a contract is an oral, as an
oral is a contract. Well, both of them could be
equally likely or equally unlikely. So, enough of
that

oK

Oral might be a contract. That's clearly true.

It is not as likely that an oral is a contract as that
a contract... I think can be equally unlikely. Or
equally likely. There is no basis for saying one
is more likely than the other. I would think . . ..
Let me think about it again.

It is not as likely that an oral is a contract . . .as
a...contract is an oral. I don;t know. I have
no way of making that judgment. Although it
should parallel what I did before with written,

It's just that most contracts are probably written
but then I;'m making an inference which is not
in the information provided to me.. So. . ..

OK. Every contract is an oral . . . is clearly not
true.

So the only I can, I feel that's not ambiguous
given the information that I know personally,
from personal experience, would be Orat might
be a contract. That's all I can say,
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Click the done button
the only choice is number 3

PLAN FEEDBACK

Ideally Sherlock would have
commented on the basis for an
IS-A link.

In this case there was enough
evidence (in the facts which he
said led to his link) for the
spreading activation to determine
that he was using a weak but
legitimate rule: r-irrelevant.
Since this rule is weak but not
buggy, there was no feedback.
There should not have been
enough evidence for this rule,
since he did not indicate the
other antecedent, "it is less
likely that Y is X." This
antecedent is more important for
the rule than the antecedent
which was chosen,

FACT FEEDBACK
No problem with the facts

Computer gives no feedback but
asks if he wants to remove the
link.

EVALUATION
Sherlock recognized the link as

bad but was not able to diagnose

the problem correctly. )

LINK #§

He's starting the next link while
the computer’s thinking.

If you'd still like it, go ahead and say
no.

NO.

Contract is synonymous with legal obligation
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Move Legal Obligation over.

I think that's equivalent to a contract

LINK: LEGAL OBLIGATION EQUIV CONTRACT.

WHY DID YOU MAKE THAT LINK?

Aborted the Why did you do that
menu.

removes the link,

Sherlock see a legal obligation
as a result of a contract. But he
is using &8 common notion that a
contract is a legal obligation.

LINK: #6

OK. It's asking Why did you do that?

1 The likelihood of a contract being a

legal obligation is equal to the reverse
Every contract is a legal obligation.
every legal obligation is a contract
Contract and legal obligation refer to
the same concept
The likelihood of a contract being a
legal obligation is not equal to the
reverse.
A contract is another name for legal
obligation
7. legal obligation is usually true for a

contract

o rep

2]

Alright. i see.

The likelihood of No 1. . . you can have legal
obligations . . . Well can you have a legal
obligation that is not a contract? Yeah, Ok.
Clearly. :

OK. Iam wrong.

You can just say abort if you want

OK.

Would you like to remove that link,

Yes, and so we're going to have 1o say that a
contract is a subset of a legal obligation.
Because you have laws and you have contracts.

LINK: CONTRACT ISA LEGAL OBLIGATION
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Pick number 1
Pick number 2,

Pick no. 6, so final choices are

1,2, and 6. Clicking the done

button.

First 2 are good reasons for an

IS-A link, but not literally true.

Fact #6 is true, but not a good
. reason for an IS-A link.

PLAN FEEDBACK
Plan seems to be good except
for the extra fact (#6).

FACT FEEDBACK

This could be seen as an icon
problem. He is using the
CONTRACT icon to represent the
result of a contract.

Why did you do that?

1. every contract is a legal obligation

it is not as likely that a legal obligation is
a contract

A contract a might be a legal obligation
It is not as likely that a contract is a legal
obligation

Every legal obligation is a contract

It there is a contract, there will be a
legal obligation.

a0 AW N

(Re: #3) That's not true, it's always a legal
obligation if it's a contract,

(Re: # 4 ) That's not true because It's always a
legal obligation. Every legal obligation is a
contract. That's not true. If there is a contract,
there will be a legal obligation, that is true.

You seem to belive that

every contract is a legal obligation,

It is not as likely that a legal obligation is a
contract.

| do not agree,.

So the computer is right, that those are
the things you thought.

Yep. I think the computer is making a mistake.
Would you like to remove that link?

Definitely not.
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EVALUATION

Sherlock recognized the link as
bad and made a reasonable
diagnosis of the problem.
Actually however the subject
seems to be interpreting
"contract” loosely as the result
of having entered into a
contractual relationship., If
Sherlock had recognized it as an
interpretation problem, the
subject might have accepted the
computer's opinion,

LINK #7 1:47 PM

Move Party One icon gver.

Moves party 2 over.

Got lot's of isa's here. Let me find something
else that's not an isa. A consideration is a part of
a contract. Oh boy, QK. We'l do something
else,

Not going to say who party one is, huh?

OK. Party 1 is a part of a contract.

LINK MADE: "PARTY1" PART "CONTRACT".

No feedback

EVALUATION
The link was good and was
recognized by Sherlock.
Unfortunately the program failed
to give feedback due to a bug.
The feedback would have been
"That is OK.”
Sherlock changed its network to
reflect that the he was using
"partyl” to refer to the PARTY1
role of CONTRACT. After doing
this the goal to give feedback
was accidentally popped.

Party 1 is part of a contract. That's part of the
language of the contract, that's part of the
agreement.  You have to have two parties, at
least.

It doesn't tell me anything, whether it agrees or
not.
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LINK 8 1:50 PM

LINK: PARTY2 PART CONTRACT
Once again , no feedback

LINK 9 1:51 PM
Let's see, I think consideration forbearance. Oh,
we have consideration forbearance together.
Terrific . Not doing what one has the right 1o

do would be an example of consideration or a
forbearance.

The question is, is it equivalent to, subset of,

Seems to  be equating I guess it's another isa. You see, you can do

consideration and forbearance. what you have the right to do without it being
part of a contract. So I'd have to say that not
doing what one has the right to do is an isa of
consideration forbearance. Or is it the opposite
way around. No, it's the other way around.
Consideration forbearance is a subset of not
doing what one has the right 10 do.

LINK MADE: "CONSIDERATION FORBEARANCE" IS-A "NOT DOING WHAT
ONE HAS THE RIGHT TO DO".

Very good. That is what | would have done.
Oh.

EVALUATION
This is a bad link which
Sherlock accepts. He made the
link in the opposite direction he
intended and has a unique inter-
pretation of "consideration

forbearance” icon. But
combination led to a correct
link.

LINK 10 1:53 PM

What do we have left? We have Act. Let's see,
how is act defined in the text here. Consideration
may be in giving an act, or it may be an act.
So an act is also a subset of consideration [or]
forbearance, so we're going to say
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Move the Act icon over next to
consideration forbearance

Is He using ACT to represent
acts which are a type of
consideration,

He is interpreting the icon as
consideration or forbearance.

LINK MADE: "ACT" IS-A

He's started thinking about the
next link,

Back to the last link. It's now
asking why did you do that?

He is being inconsistent. If he
were using ACT o represent a
type of forbearance he should
have said yes here.

Picks No. 3

Picks No. 4

He clarifies here that he is using
ACT as a generic act, So
problem is misunderstanding
about what a type is again.

is a subset of . ., consideration forbearance,
So.

"CONSIDERATION FORBEARANCE".

could be giving it 2 promise, Also.

Or it could be the giving of another promise.
Not just a promise, but the giving of a promise.
Let's see if we have the giving of a promise,
Yes, we do.

Why did you do that?
1. every act is a consideration
forbearance

2 it is not as likely that a consideration
forbearance is an act

3 an act might be a consideration
forbearance

4. it is not as likely that act is a
consideration forbearance

5 Every consideration forbearance is an
act

(Re: #1) That's not true.

(Re: #2) I is not as likely that a consideration
forbearance is an act as an act is a consideration
forbearance. It would be the other way around.

I don't think that's rue.

(Re: #3) Act might be a consideration
forbearance. That is true

(Re: #4) It is not as likely that an act is a
consideration forbearance as a consideration
forbearance is an act That's true 100, You can do
many kinds of acts, but there are only 2 classes
of consideration forbearance, one of which is an
act.
Every consideration forbearance is an act. That's
not true.
Ok, explain to me again the second one
you clicked.
It is not as likely that an act is a consideration
forbearance as a consideration forbearance is an
act. There are millions of different kinds of acts
one can engage in. Whereas consideration
forbearance has only two classes: it can be an act
Of a promise,
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Final choices are 3 and 4. Done
button clicked.

PLAN FEEDBACK
Part of the problem is when to
use is-a.

FACT FEEDBACK

Sherlock does not agree because
using its understanding of
CONSIDERATION
FORBEARANCE it cannot be a
generic act, or even act which is
a subtype of consideration.

subject is obviously using
consideration forbearance 1o refer
o ... he keeps thinking of it
as consideration. He somehow
thinks they are the same thing,
overlap, or whatever

Computer asks would you like
to remove that link?  Subject
answers No,

something like consideration
act and consideration promise, you know, it
depends what dimension you're talking about.;
the dimension of it is a consideration, they are
the same. But there are different forms of
consideration, Idon';t know . ..

You seem to believe that
act might be a consideration forbearance
| do not agree.

Consideration may be an act. Something you
do. So I'm assuming that the converse is true.
An act is a consideration

OK, 50 the computer statement is true .

.. it is what you believe?

Yeah,
OK., The computer's saying it doesn’t
agree. Do you accept that or do you
think it's wrong?

I disagree with the computer

Because the act is the consideration.

OK. And the computer's saying
something different, you believe?

Yeah. Well, it's saying it doesn't agree with
that. But I don't understand why it would
disagree with that.



EVALUATION
Sherlock recognized the link as
bad but was not able to diagnose
the problem correctly,

Major problem is the learner's
interpretation of icon again, but
Sherlock does not see this. It is
also a bad plan (same plan has
been used a number of times)
but Sherlock does not recognize
this,

LINK 11 1:59 PM
Moves Illegal Act over near
Legal Act

OK, I;m going to take that "chippie” now to
build up my confidence again

And say a Legal Act . ..and Illegal Act and use
the Not link cause they're just opposites. That I
am sure of,

If the computer gives me a hard time on this one
... I'll give up.

LINK MADE: "LEGAL ACT" NOT "ILLEGAL ACT"

EVALUATION
Link made for the right reasons
and accepted by Sherlock.
Feedback was perfect.

LINK: 12

Moves "Party 2 does something
in return” near "consideration
Jorbearance”

That is OK
OK. Very impressed.

OK. You can also say something trivial that a
forbearance is a subset of consideration
forbearance, but I:m not going to bother doing
that. Would it be a subset? No, actually it
would be the same as, That's trivial.

OK. Party 2 does something in return. A
consideration forbearance,

That's what it is. So, Im going to try to say
that those two are equivalent

It doesn't;t say in return for what. I;m going . .
- does something in return for what Party 1 did.
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Is that a valid assumption? So those two are
equivalent,

LINK MADE: "CONSIDERATION FORBEARANCE" EQUIV "PARTY2 DOES
SOMETHING IN RETURN"

I say equivalent because I think that's what it is.
. .. what consideration forbearance is.

WHY DID YOU DO THAT?

1. tikelihood of a consideration

forbearance being a Party2 return is

equal to the reverse

every consideration forbearance is a

party2 return

every party2 return is a consideration

forbearance

consideration forbearance and party2

return refer to the same concept

the likelthood of a consideration

forbearance being a party2 retumn is

not equal to the reverse

6. consideration forbearance is another
name for party2 return.

I SR

likelihood of a consideration forbearance being a
party2 return is equal to the reverse. I would say
yes. It;s the same thing,

Every consideration forbearance is a party2 in
return. The only problem I have in forbearance
can be . .. I guess partyl doing something in
return for party2.  Right? So, . ... Alright,
that's why it doesn't;t like it.

Menu aborted. Computer asks OK, I'm going to abort this and just make it
would you like to remove that another subset,
link?  Subject answers Yes

LINK: 13
party2 is the ISA again, Oh yeah,
it does that, it leads to a consideration
forbearance.

{Before ? ] you do something in return, does
that lead to . . . no, that doesn't:t lead to a
consideration. That is a type of consideration.
So it's going 10 be an ISA

LINK MADE: "PARTY2 DOES SOMETHING IN RETURN" IS-A
"CONSIDERATION FORBEARANCE"



Only problem is that he is still
using CONSIDERATION
FORBEARANCE as consideration.
If Sherlock knew that, then the
link would be ok.

WHY DID YOU DO THAT

He is trying to figure out why
Sherlock did not like the link.
He thinks that it has something
to do with knowing the legal
roles for parties 1 and 2.

Picked #2

Picked #3

1. every party2 return is a consideration
forbearancs.

it is not as likely that a consideration
torbearance. is a party2 retum

Party2 return might be a consideration
forbearance.

Itis not as likely that a party2 return is a
consideration torbearance.

every consideration forbearance. has
a party2 return

o 0w

So it doesn't like this either. I'm assuming now
that party1 does something . . . I don;t know the
legal language—how you refer technicaily to

what partyl and party2 is. the partyl ., . I
don't have enough information.

In a formal contract, is partyl the originator and
the forbearance is on party2 . . . this has o do
with the partyl or it could be with the
. This partyl or party2 has
special meanings.

. .. all right, Every party2 re . .. Next time I
make a plan, I;m going tobe on . , .

(Re: #1) Al right. Every party2 retum .
something return . . . is a consideration
forbearance.. ummm Yeah,

(Re: #2) It is not as likely that a consideration
forbearance. is a party2 return. Correct, because
I guess it could be a party! return

(Re: #3) Party2 return might be a consideration
forbearance. That's true

(Re: #4) Tt is not as likely that a party2 return is
a consideration forbearance.as a consideration
forbearance. is a party2 return. No, it's just the
opposite. SO I;'1l say no on that.

That is . . A party2 return is definitely a
forbearance. but a forbearance is not a party2
return and .
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Final choices are Nos. 2 and 3.
Answers are sort of consistent
with his interpretation of the
icon. But should have been that
every party2-return is a
consideration.

FACT FEEDBACK

Sherlock actually found that the
chances were small (1) but equal
in both directions.

did not change the link

EVALUATION

Given his interpretation of the
icons it was a reasonable link.
But Sherlock was still unable 1o
identify interpretation.

LINK 14 2:07 PM

(Re: #5) Every consideration forbearance. is a
party2 return. That's not true.

You seem o believe that:

it is not as likely that a consideration
forbearance. is a party2 return.

| do not agree.

I disagree with the computer because I'm
assuming

that's something that you believe, right?

Yep. The computer's right. That's something
that I believe. And when the computer says it
does not agree, I disagree with the computer'
statement because what partyl does in return
could also be consideration forbearance.

Unless I;m told who initiated the contract.

So I;'m going to click on OK

Party] fulfills a promise that leads o what?

I'm going to work backwards here. I'm going to
se¢ what can [ find . . . I've done a partof, I've
done a isa, I've done plenty of isa's. You can't
fault me on that.

where one leads to the other. Party! fulfills a
promise leads to what?



Seems to be figuring out that he
has been using CONSIDERATION
FORBEARANCE incorrectly.

LINK MADE: "FORBEARANCE" EQUIV

it doesn't lead to a contract. The thing which one
person asks another to do in return for a promise
is consideration. So those should be equivalent.
Oh, I see where I made the mistake before with .

. forbearance means not doing what someone
has the right to do,.

Let's see, do we have forbearance? Yeah, We
don't have not doing what someone has the right
to do, do we. O, yeah, there it is,

So forbearance and not doing something someone
has the right to do are equivalent.

HAS THE RIGHT TO DO"

EVALUATION
Link made for the right reasons
and accepted by Sheriock,

LINK 15

He is pointing to the link he
made between act and
consideration forbearance.

Now he's pointing to the link he
made between party? does
something in return

Very good. That is what | would have done.

OK, I think I misunderstood what forbearance is,
consideration forbearance. are what you do in

return, so that . . . this is interesting. . ., a
subset of that

this one . . . . except for the
partyl /party2 issue,

for a promise. I'm only saying that it's a subset
because because it could be something that
party1 also does.

please define the concept represented by
the icom that says consideration

Jorbearance.

You do something in return.

50 that icon stands for the concept of
doing something in return.
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pointing to the icon
CONSIDERATION

Promise moved over near
consideration.

But it doesn't necessarily have to be party? that
does something in return, it could be partyl
doing something in return for party?2.

All right, there's an icon above the ACT icon.

What is that icon?
ACT?.

no, above that.
Consideration.
What does that represent?

Consideration would be a subset of consideration
forbearance, that would be an isa.

Well, what is it, itself? Define . . . tell
me the concept that that icon represents.

You make a promise in return for what the other
person is doing for you. You do something for
me, the consideration is I make a promise to
you,

So consideration is making a promise
which is one type of consideration

forbearance., which is doing Something
in return.

Righe.

So I guess promise would be an isa of
consideration,

Do you want to make that link? [you
can quit, etc}

OK. Promise is a subset of a consideration.

LINK: "PROMISE" IS-A "CONSIDERATION"

EVALUATION
Link made for the right reasons
and accepted by Sherlock,

LINK 16 2:16 PM

Very good, that's what | would have done.
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It doesn't appear anywhere that contract is a form
of relationship.

LINK: "CONTRACT" IS-A "RELATIONSHIP"

very good. That is what | wouid have done.

EVALUATION
Link made for the right reasons
and accepted by Sherlock.

LINK 17 2:17 PM

A consideration act is something that is done in
return for a promise.

You do something in return for a promise is the
consideration.

Something done in return for a promise, I guess,
leads to consideration.

No, it's the . ... something done in return for a
promise is a consideration.

He does not ask the reciprocal

question: Can you do something

in return for a promise that is

not a consideration act?
Can you do something that's a consideration act
that's not a {thing done in retumn for a) promise?
and I have to say no, so I think these are
equivalent.

Is he using CONSIDERATION

ACT now as the generic

consideration?

LINK: "CONSIDERATION ACT" EQUIV "SOMETHING DONE IN RETURN FOR
A PROMISE"

WHY DID YOU MAKE THAT LINK?
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Picks No 1
Picks number 2

Picks No. 3

So although he did not ask the
reciprocal question above, he
believed it was true. So his
plan was appropriate.

Picks No 4

Picks no 6

clicks done.
final choices are 1,2, 3, 4, and
6

PLAN FEEDBACK

No plan feedback because all of
his facts are good reasons to
make an EQUIV link.

FACT FEEDBACK

1. the likelihood of a consideration act

being a retum for a promise is equal to

the reverse.

every consideration act is a retum for a

promise

every return for a promise is a

consideration act

consideration act and return for a

promise refer to the same concept.

the fikelihood of a consideration act

being a return for a promise is not

squal to the reverse,

6. A consideration act is another name
for retum for a promise.

o oa e

(Re: #1) Acting in return for a promise isa ..
well it's a remm. . . the question is , in a sense,
whenever you make a promise, you have an oral
contract.  So I guess the likelihood of a
consideration act being a return for a promise is
equal . .. to the reverse,

Yes. I believe that's true.

(Re: #2) Every consideration act is a return for a
promise. Yes,

(Re: #3) Every return for a promise is a
consideration act. I would say yes,

(Re: #4) A consideration in return for . . . refers
to the same concept. Yes.

(Re: #5) The likelihood of that's not true,

(Re: #6) ...is another name for a return for a
promise. Yes.
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You seem to believe that
évery return for a promise Is 3 consideration

act

The likelihood of a consideration act being a

return for a promise
reverse.

is equal to the

I do not agree.

OK. I agree with both those statements, so it
knows what i think,

It says I do not agree. and [ disagree with the

computer based on the assumption

that any

promise that you make and then fulfill, . . that
you make becomes an oral contract.

woukd you like to remove that link?
NO.

EVALUATION

Sherlock correctly rejected the
link and was able (o correctly
diagnose the problem.

LINK 18 2:22 PM

want to say that a contract leads to a

moral obligation,

LINK: "CONTRACT" LEADS TO

WHY DID YOU MAKE THAT LINK?
1.

N o o s e p

picks no 1
Yes.

273

"MORAL OBLIGATION"

doing contract wil) cause moral
obligation

if there is a contract there will be a
moral obligation

A moral obligation usually has a
contract

a contract can be a condition of moraj
obligation

A contract is usually true for moral
obligation

there is no chance of morai obligation
with a contract

There is no chance of a contract using
moral obligation

(Re: #1)..Contract will cause moral obligation.



picks no 2 No 2. Yes

(Re: #3) not necessarily
[ running out of tape}
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Appendix D

Sherlock: the
Program

Sherlock is located in the directory /ucla/ai_research/feifer/Sherlock5 on the Apollo
COGNET network at UCLA (cognet.ucla.edu on the Arpanet),

What follows is a listing of the program and the memory files needed for the
consideration text. What is not included is the network code written by Michael Gasser

and the graphics code written by Seth Goldman. This support code is accessible from
the directory listed above.
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