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ABSTRACT OF THE DISSERTATION

The Wavelength-Division Optical
Network: Architectures, Topologies,

and Protocols

by

Joseph Anthony Bannister
Doctor of Philosophy in Computer Science
University of California, Los Angeles, 1990

Professor Mario Gerla, Chair

Although optical-fiber waveguides can transport information at rates of several
terabits per second (Tbps), this raw bandwidth can not be easily harnessed, be-
cause digital electronic circuits are not capable of transmitting or receiving infor-
mation at such high rates. The Wavelength-Division Optical Network (WON) is
a multichannel, multihop, store-and-forward, packet-switching network that takes
advantage of the enormous bandwidth of lightwave technology by multiplexing sev-
eral different, noninterfering wavelengths of light onto a single optical fiber. Such
wavelength-division multiplexing (WDM) allows the creation of a large number
of high-speed channels on an optical fiber. The WON, which is constructed from
multitransceiver stations quasistatically tuned to the WDM channels, provides ex-
cellent throughput at a low cost, compared to other proposed networks. The WON

is unique among networks because it possesses both a physical topology and a vir-
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tual topology, and its virtual topology, which defines the logical interconnection of
stations, may be specified independently of its physical topology. Furthermore.
when wavelength-agile transceivers are used, the WON’s virtual topology can be
redefined at any point during its lifetime, which makes it possible to adapt the

network to evolving conditions such as changes in the traffic load.

This work addresses the problems of designing the WON. The implementation
of a WON requires the solution of several interrelated problems, including the de-
sign of its cable plant, its physical topology, its virtual topology, and its routing
procedures. The goal of cable-plant and physical-topology design is to provide a
power-efficient optical-signal distribution system with the lowest possible cost. We
develop and demonstrate techniques for designing minimum-cost physical topolo-
gies for the WON. Given a specific physical topology and traffic requirements,
the goal of virtual-topology and routing-protocol design is to select a routing pro-
cedure and assign stations to WDM channels so that the WON’s performance is
optimized when the routing protocol is used with the virtual topology. We adapt
the well-known simulated annealing and genetic algorithms for use in optimiz-
ing the virtual topology of the WON to achieve optimum performance. We also
develop a technique, called detour routing, that efficiently delivers packets when

stations have as few as one packet buffer per transmitter.
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Chapter 1

Introduction

This introductory chapter defines the scope of our research, describes its underlying
technological assumptions, discusses new network architectures that are the target

of our study, and outlines the problems to be solved in this dissertation.

1.1 Lightwave Technology and High-Perfor-

mance Communication Networks

The optical spectrum, which can be defined as electromagnetic radiation with
frequencies between 150 and 1500 terahertz, represents an enormous bandwidth
that could be employed to transmit information at a very high rate. In contrast,
the radiowave and microwave spectra, which range from about 100 kilohertz to
10 gigahertz, correspond to a much smaller bandwidth and rate of information
transfer. Therefore, optical signaling is the technique most likely to be used in

high-bandwidth communication systems.

Lightwave technology encompasses those components and techniques that may



be used to transmit digital information by means of visible or nearly visible light
that travels over optical-fiber waveguides. The application of this basic technology
has resulted in the development of several new devices, including low-loss optical
- fibers, light sources, light detectors, connectors, couplers, optical-signal processors,
and lenses. Over the previous two decades lightwave technology has steadily im-
proved in performance, reliability, and cost. The speed-distance product, which
measures the fundamental performance capabilities of a lightwave transmission
system, has grown dramatically and is expected to continue growing at a similar
pace. To see that the cost and reliability of lightwave components have improved,
we need only to observe the widespread deployment of optical fibers for long-

distance telephone communication.

Today new systems are being designed and developed to take advantage of
advances in lightwave technology. The immediate payoff has come from the use
of high-speed point-to-point links in voice and data communication, such as the
Synchronous Optical Network (SONET) [SON88a, SON88b, SON88c], the Fiber-
Distributed Data Interface (FDDI) [FDD87], and the Distributed Queue Dual Bus
(DQDB) [DQD88]. Such networks are, however, inherently limited by their use
of electronic switching equipment, which can not transfer signals at optical rates.
For example, because of its geometric scaling properties, the metal-oxide-silicon
integrated circuit appears to have a fundamental limit on the rate at which it
can be clocked, and this limit implies that the rate of serial data transfer can not
exceed an inherent upper bound. The exact value of the upper bound is a matter
of debate, but it is generally set at about 1 gigabit per second (Gbps). To overcome
this electro-optical bottleneck, we must look to different network architectures that
can provide full connectivity among all users and achieve aggregate throughput in

excess of the bottleneck. Ideally, such a network should provide an aggregate
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User — —— User

Electronic Component Electronic Component

Figure 1.1: The Lightwave Communication Network.

throughput that scales linearly with the number of users, and whose maximum
aggregate throughput approaches the product of the number of individual users

and the maximum rate of data transfer across the electro-optical interface (i.e.,

about 1 Gbps).

In Figure 1.1 we show a basic model of the lightwave communication network.
The users of such a network can be viewed as digital electronic devices with an
electro-optical interface to the optical-fiber cable plant. The scope of this research
is to consider the quantitative and qualitative design of such a network for use as

a metropolitan area network (MAN).

1.2 Future Networking Requirements and
Trends

In light of people’s desire and need to communicate, we expect that networks
will continue to evolve in the future much as they have in the past. The obvious
trend in networks has been toward networks with higher transmission speeds, larger

user populations, and higher throughput per user. Of course, other trends can also



be discerned, such as the increasing functionality of communication services, but

we now focus primarily on system performance, cost, and reliability.

Several requirements for the MAN of the future can be postulated in the fol-

lowing areas:

¢ Geographical dispersion
¢ Large network population

e High throughput

Low delay

Low cost

Dependable service

(Given that the scope of this research is MANs, it is reasonable to consider the
requirements that such networks will satisfy. Although networks such as DQDB
and FDDI have been proposed as MANs, we view them as first-generation design
efforts and hold forth the expectation that future generations of MANs will exceed
the current capabilities on many frc.)nts. The transmission speed and user popula-
tion of the future MAN will certainly surpass those of today’s MAN in much the
same way that the transmission speed and user population of today’s local area
network (LAN) has surpassed those of the first LAN. Using the original Xerox Eth-
ernet or the Cambridge Ring as examples of the proto-LAN and FDDI or DQDB
as their potential replacements, we see that transmission speed has grown from 3
megabits per second (Mbps) to at least 100 Mbps, which is better than a 30-fold
increase. The growth in user populations is less straightforward to track and is

dependent upon the types of problems to which the network is being applied; but



the proto-LANSs rarely served more than 100 users, and the emerging generation of
LANs set design limits of 1000 users per network. Thus, we could conservatively
expect to see at least a 10-fold increase in transmission speed and user population

of a typical MAN of the future.

An extremely important consideration in MANs is geographical span, i.e.. the
radius of coverage of the network. Again, using the LAN as an analogy, we have
seen the LAN’s physical dimensions grow from about five kilometers (km) to about
100 km. As the size of the LAN is strongly influenced by the type of multiaccess
protocol used, we estimate a 10-fold growth in physical dimensions of the MAN.
At any rate, MANs will be required to serve sprawling metropolitan areas such
as Los Angeles-Long Beach or Tokyo~Yokohama, cities which currently cover geo-
graphical regions with spans of up to 60 km. A design goal is to be able to support

a region measuring 100 km in radius.

Hand in hand with the growth in network population comes a need for cor-
responding growth in performance. As computer performance increases and new
applications arise to fill the *bandwidth vacuum”, the load offered by each user will
also increase. Thus, the MAN must achieve significantly higher levels of through-
put in the future. The increase in throughput must be accomplished in a manner

that does not create a negative impact on delay.

As more and more people come to rely upon the MAN, the economic motiva-
tion to emsure that service is delivered reliably becomes paramount. As a basic
infrastructure, the MAN will actually provide a service that many mdividuals will
depend upon for their livelihood, safety, and general well-being. The issue of se-
curity, which is a sine qua non for a large number of users, is perhaps best dealt

with as another aspect of dependability [Jos88]. Users (and providers) of a service



have a tacit expectation that the service provides integrity and privacy. Thus, a
violation of security, whether through malicious intent or not, should be viewed as
a failure of the service, and the mechanisms to guarantee secure service are best

incorporated into the design of the service’s fault tolerance.

One of the benefits that one expects from a large-scale communication system
of the scope of a MAN is the realization of definite economies of scale. The user’s
cost per unit of service should be advantageously competitive with that of other
forms of service. Since the development and operating costs of the network will be
indirectly transferred to the user, it is essential to consider the use of structures

that minimize these costs.

1.3 New Directions in Communication Archi-

tectures

Although the performance characteristics of optical-fiber and digital electronic
technology continue to advance at a rapid pace, we are quickly arriving at a pc;int
where the information-handling capacity of the optical component of Figure 1.1
far exceeds that of the electronic component of the network. While it is possible to
transmit and receive lightwave signals at rates of terabits per second (Tbps), cost-
effective electro-optical interfaces that convert electrical signals to lightwave signals
(and vice versa} at these rates are unavailable. It would be extremely difficult to
build the electronics needed to write and read data to and from a communication
medium operating in the Tbps range. Since no individuai user in Figure 1.1 can
utilize the full bandwidth of the optical component, each user represents a potential

bottleneck in the network.



A user needing to communicate with another user is thus presented with a tor-
rential “river of bandwidth” which beckons the users with a promise of high-speed
information transfer but is inaccessible because each user is incapable of driving the
electro-optical interface at the necessary speed. One option is to package the band-
width of the communication subsystem so that the slower electro-optical interfaces
of the user may effectively tap in. Although the performance of single-channel
lightwave communication systems, as gauged by the speed-distance product, is
growing phenomenally, the more useful alternative of multiplexing several high-
speed lightwave signals onto a single optical fiber promises a multiplicative im-
provement in the potential bandwidth of computer-communication systems. This
approach, called wavelength-division multiplezing (WDM), makes possible the use,
on a single optical fiber, of several independent, noninterfering signaling channels
that operate at rates compatible with the user’s electro-optical interface. This is,
at least in principle, a means of providing each user with a manageable portion of

an enormous aggregate bandwidth.

This fundamental shift in technologies and their tradeoffs forces the computer
communication network architect to consider new architectures for connecting com-
puters. Realizing that one can use fast packet-switching based on high-speed digital
electronics made possible by very large-scale integrated circuits, researchers have
proposed LAN and MAN architectures that operate by transmitting a packet from
source to destination with switching via intermediate stations, e.g., the Manhattan
Street Network (MSN) of Maxemchuk [Max85). This approach, termed multihop,
stands in contrast to conventional LAN and MAN architectures, which typically
allow delivery in a single hop by means of complete sharing of the transmission
medium. The multihop approach can result in networks that have, in compar-

ison with conventional LANs and MANSs, much higher total throughput, wider



geographical dispersion, and larger populations of stations. One of the most at-
tractive and exciting proposals for large, high-speed LANs and MANs, originally
known as the Multichannel Multihop Lightwave Network and later renamed Shuf-
fleNet [Aca87, AKH87, HK88, AK89], is based on the premise that optical fibers
of the future will offer essentially infinite aggregate bandwidth that can be unbun-

dled and repackaged for individual network users in bite-size chunks in the form

of WDM channels.

The target of study in this research is the Wavelength-Division Optical Net-
work (WON). The WON is a new class of network architecture that can be used
as a MAN for high-speed communication between a large population of users.
The WON achieves very high throughput by using the following four principles of

operation:

¢ Message parallelism: several messages can be in transit in the WON at any

given instant of time.

* Multichannel WDM: a number of WDM channels are available on the optical

medium.

o Wavelength selectivity: each station can be programmed to receive and send

on specific WDM channels.

o Malleable topology: although every WON has a physical topology, which
is static over the network’s operational lifetime, its virtual topology, which
specifies the logical interconnection between stations, can be changed with

modest effort.

The WON, based on the combination of the multihop approach, multiple WDM

channels, and wavelength selectivity, generalizes networks such as the MSN and



ShuffleNet by permitting a wide range of station interconnections. Although the
WON clearly enables one to construct networks with plentiful aggregate band-
width, it is a nontrivial problem to structure these networks in a way that vields
acceptable cost, performance, and dependability. The richness of possible inter-
connections in the WON also imposes on the designer a number of complex design
decisions to be resolved. We intend to undertake in this research a careful study
of these design decisions and their impact on the operating characteristics of the
WON. The principal issue addressed in this paper is the design of WONs with the
goal of meeting specific cost and performance requirements. Although the original
architects of the multihop approach have considered certain fundamental design
problems, we believe that our research goes considerably beyond these pioneering
steps and deals with the design and analysis of such networks in a realistic and

original way.

1.4 An Overview of Related Work

Several networks have been recently proposed to take advantage of the high band-
width of optical fibers. We next review some of these proposals and place them

into perspective with the WON, which is the network to be studied in our research.

The MSN was one of the earliest high-performance MANs to be based on light-
wave technology [Max85]. In the MSN stations are arranged on a grid and joined
according to a two-dimensional toroidal interconnection graph. Every station has
north, south, east, and west neighbors to which it is connected by a unidirec-
tional link. Thus, each station has two transmitters and two receivers, and these
are arranged so that no two transmitters {or receivers) are on links with oppo-

site polarity (e.g., north and south. or east and west). The columns (streets) and



rows (avenues) of the grid alternate direction as do the roads in the borough of
Manhattan. The MSN makes good use of message parallelism by allowing the con-
current transmission of packets on the network’s numerous point-to-point links.
The stations can operate as store-and-forward packet switches, but Maxemchuk
has advocated the use of deflection (hot-potato) routing and slot-oriented packets
of fixed size, which eliminates or reduces the need for buffering in the stations. The
MSN is essentially a conventional store-and-forward network with point-to-point
links between its simple switches (stations) but with the constraints that all sta-
tions have exactly two transceivers and are connected to form a two-dimensional
toroidal network. The WON, by contrast, has no such constraints on its physical
topology and could not use point-to-point links because of its requirement for a
completely shared medium with complete access to the full complement of WDM

channels.

The work of Chlamtac et al. on lightwave networks has produced designs
known as the Store-and-Forward With Integrated Frequency-Time (SWIFT) net-
work [CG87] and Lightnet {CGK88, CGK89]. SWIFT is a multichannel network
using a combination of frequency- and time-division multiplexing to switch a packet
over one or more channels on its journey from source to destination. In the SWIFT
architecture all stations are store-and-forward and share a common medium par-
titioned into a small number of channels, but each station dynamically tunes its
transmitter and receiver according to a fixed schedule which provides multihop
paths between all source-destination pairs; the WON, with its abundance of chan-
nels, can use a fixed tuning of stations to channels and thus can avoid the need
to coordinate the dynamic tuning of transmitters and receivers, which would any-
ways be difficult since light sources and detectors typically require tuning times

that are orders of magnitude greater than message delivery times. Lightnet, on
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the other hand, takes the more radical approach of using all-optical components,
thus avoiding the problems inherent in electro-optical conversion (except at the
end users). Lightnet establishes so-called light pipes over WDM channels from a
source to a destination. This approach, although promising, will require techno-
logical advances that might not materialize in the near or medium term. Thus, we

view it as a possible long-term solution.

Blazenet and Blazelan [HC87, HC] are a network architecture proposed for
use as LANs, MANs, and wide area networks (WANs). It, like Lightnet, is an
all-optical network that uses optical fiber as a storage medium, analogous to an
acoustic delay line. As an all-optical network, we do not consider Blazenet to be

implementable for some time. Moreover, Blazelan uses point-to-point links, similar

to conventional WANSs.

Acampora and his colleagues at AT&T and Columbia University have recently
proposed and studied ShuffleNet [Aca87, AKH87, HKS8S8, AK89], which is a light-
wave network based on multiplexing a large number of WDM channels on a single
optical fiber shared by all the networks stations. ShuffleNet has been proposed
as a LAN/MAN capable of providing very high throughput to a large number of
network users by taking advantage of the message parallelism inherent in WDM.
An advantage of ShuffleNet is that it uses a great deal less optical fiber than
point-to-point store-and-forward networks such as the MSN. Thus, it would have
a lower coet to install and maintain than such networks, yet achieve the same level
of performance. The logical interconnection of stations in ShuffleNet is based upon
the recirculating perfect shuffle, which provides very short paths between all of its
stations. The WON can be viewed as a direct generalization of ShuffleNet that

permits the use of wavelength agility and a designer-specified virtual topology.



We also mention the influence of an early broadband network, Sytek’s LocalNet
system [Bib81, EF83], which was based on the analog technology of community
access television (CATV). LocalNet used frequency-division multiplexing (FDM)

- to divide the 300-megahertz bandwidth of a CATV distribution system into over
100 channels, each operating at a speed of 128 kilobits per second. The FDM
channels were shared by stations with radio-frequency (RF) modems that used
the carrier-sense-multiple-access protocol with collision detection (CSMA/CD),
and channels were connected by means of router or bridge stations attached to
multiple channels. The multichannel, multihop character of LocalNet makes it one
of the early forerunners of the WON. The major difference between networks like
LocalNet and the WON is quantitative rather than qualitative. The analog CATV
technology of LocalNet is inherently bandwidth-limited to less than 1 Gbps, and
the number of high-speed FDM channels that the cable can support is small. A
single-mode optical fiber, on the other hand, has a much higher intrinsic bandwidth
and, as we shall see, could support over one thousand 1-Gbps WDM channels.
Because both the WON and LocalNet use digital packet switches, it is largely the
vast difference in communication bandwidth that distinguishes them; it is also this

difference that allows richer network structures to be built in the WON.

1.5 The Contributions and Organization of this

Research

The goal of our research is to conduct an in-depth study of the WON. The plan
for achieving this goal relies on the decomposition of this task into three coherent

problem areas:



® How to design cost-effective physical topologies for the WON
* How to design high-performance virtual topologies for the WON

¢ How to design high-performa.nce, robust routing protocols for the WON

We have addressed each problem, examining a large number of design alternatives

and environmental conditions, and many subproblems have arisen in our investi-

gation of each problem area.

Our research into the design of the physical topology shows that it is possible to
design minimum-cost physical topologies for the WON , given a simple cost model
of the WON and the class of topology to be designed. We apply the algorithms
to a number of different network geographies and topological classes and draw
conclusions as to the relative merits of the different classes. Depending on the
requirements levied upon the WON (e.g., optical power budget, reliability, perfor-

mance, and security), the most cost-effective topological class in all cases studied

is the Tree-Net topology.

After showing the difficulty of designing optimal virtual topologies for the
WON, we propose algorithms for finding virtual topologies with nearly optimal
performance, given the traffic requirements and an existing physical topology. We
apply the algorithms to a wide range of problems and compare the quality of solu-
tions to that achieved by existing proposals based on structured virtual topologies
that can be algorithmically constructed. We are, without exception, able to find
better solutions using our algorithms, identifying virtual topologies that excel in
both delay and throughput. We observe that, given a fixed network geography,
the class of physical topology chosen for the WON can have an effect upon the

performance that can be achieved by optimizing the virtual topology. There is a



basic tradeoff in which more costly physical topologies allow us to achieve better
performance by optimizing the virtual topology than do the less costly physical
topologies. We also observe the phenomenon—called distributed cut-through—in
which network geographies that cluster stations near the headend of the WON
provide sneak paths that can be used to establish minimum-distance paths be-
tween source-destination station pairs. In large WONs with excessive propagation
delays, distributed cut-through can be exploited by adding near the headend aux-
iliary stations whose function is to encourage the use of sneak paths which reduce
propagation delay.

To prevent the occurrence of performance-degrading congestion in the WON, we
propose a routing strategy that rapidly responds to fluctuations in load and permits
the admission of high levels of traffic into the WON. The routing algorithm,
called detour routing, generalizes and improves upon the well-known deflection
routing scheme, which has been proposed for use in high-speed optical networks.
We demonstrate by extensive simulation the superiority of detour routing over
deflection routing and provide an approach whereby the virtual topology of the

WON can be tuned to optimize its performance under the detour routing protocol.

The remainder of the dissertation is organized as follows. A reading of Chap-
ters 1-3 is required to follow any of the succeeding chapters. Having read the three
preliminary chapters, however, the reader may proceed to any of Chapters 4-6, as
they can be read more or less independently. Reading of the concluding chapter

presupposes familiarity with the rest of the dissertation.

In Chapter 2 we describe the architecture of the WON and, since it is a new
proposal, give extensive examples illustrating its characteristics and different op-

tions. We give basic definitions that will be used later in the dissertation. The
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chapter culminates with a taxonomy of the WON that illustrates the basic design

alternatives available to the network architect.

Chapter 3 provides an overview of the WON design process, which we argue
is fundamentally different from the traditional network design paradigm. We de-
velop a new paradigm that is based upon a decomposition of the overall WON
design problem into the subproblems of cable-plant design, physical-topology de-
sign, virtual-topology design, and routing and congestion control. Of these four
subproblems, we factor cable-plant design out of the scope of our research (as it is

treated by other authors) and concentrate on the other three areas of design.

Chapter 4 focuses on the problem of finding the physical topology with the
least cost. This problem, which applies to the tree and star topological classes,
is decomposed into a clustering and a location subproblem. We develop efficient
procedures for the solution of these problems and apply them in a series of case

studies.

The virtual-topology design problem is the subject of Chapter 5. We discuss
the complexity of the problem and propose the use of the simulated annealing algo-
rithm for the dedicated-channel variant and the genetic algorithm for the shared-
channe| variant. The solution techniques are applied to a large number of cases

and the performance of the algorithms is compared against existing solutions.

In Chapter 6 we study the use of the detour routing protocol in the WON. We
compare its performance to deflection routing and demonstrate that performance

can be greatly enhanced by using a virtual topology that is specially tuned for use

with the detour routing algorithm.

A review of our research results and suggestions for further work are given in

Chapter 7. In particular, we recommend continued efforts in developing heuristics



that can be applied to the optimization of very large WONs, in developing strate-
gies for adaptively and incrementally reconfiguring the WON’s virtual topology to
respond to failures or fluctuations in traffic, and in defining approaches to use the
WON in an integrated traffic environment that requires the transmission of video,

voice, and data.

Appendices A-E are mathematical proofs of results used in the body of the
dissertation and are not essential to the continuity of the main subject matter.

They are included for the sake of completeness.
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Chapter 2

The Wavelength-Division Optical

Network

The Wavelength-Division Optical Network (WON) is a new class of lightwave net-
work and is the object of study in our research. We therefore devote this chapter
to the description of the WON and discussions of some basic issues in its design.

analysis, implementation, and operation.

2.1 Description of the WON

2.1.1 The Basic Architecture

The WON is a new lightwave network architecture suitable for use as a packet-
switching MAN. It is intended to support the integrated transmission of both

bursty (e.g., computer communications) and stream (e.g., voice) traffic.

Recalling Figure 1.1, we consider the WON to be divided into an optical and

an electronic component. The WON is a hybrid network that uses a combination
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of optical and electronic technologies to transmit information.

The WON’s optical component consists of an optical-fiber cable plant, which is
responsible for the transport of optical signals through the network and includes all
optical fibers, couplers, taps, connectors, light sources, light detectors, amplifiers,
and other necessary optical devices. The physical medium is capable of support-
ing a large number of WDM channels, which consist of X distinct, noninterfering
wavelengths of light that act as carriers for modulating signals and operate inde-
pendently of each other. We further assume that all signals in the network are

essentially digital in nature (including digitized analog signals).

The WON’s electronic component consists of a collection of N stations, which
perform packet transmission, packet reception, and limited packet switching. Sta-
tions also act as points of attachment for the network’s users; all transmitted
information is offered to and obtained from the network via its stations. A station
will generally have a number of independently tunable transmitters and receivers
that write to and read from the physical medium. To exchange information, each
transmitter or receiver is tuned to a specific wavelength which it modulates or
demodulates. The tuning of transceivers, while subject to change over time, is
assumed to be relatively stable, and a station will retain its assigned wavelength
tuning for an extended period. The station has one input port, one output port,
P tra.nsmitte.rs, and p receivers. The input and output ports serve as points of
attachments for users, which can be computers, subnetworks, or other electronic
equipment requiring data-communication services. The transceivers are responsi-
ble for transferring data over the optical fiber at WDM-channel rates and must

also perform conversions between electronic and optical signals.

The WON, which is a generalization of ShuffleNet [Aca87, AKHR87, HK88,



Electronic Users with Wavelength Selectivity

Optical-Fiber Medium Supporting Multiple WDM Channels

Figure 2.1: A Generic WON.

.

AKS89J, is a multichannel, multihop network that uses a single optical-fiber medium
to provide packet-switching communication services to a population of users. The
users—which can be computers, subnetworks, or other devices—are connected
to the WON through multiport stations that have a small set (typically two) of
transmitters and receivers tuned to particular wavelengths. The stations may use
tunable transceivers, but it is not intended that tuning occur dynamically during
the transmission and reception of packets, as such tuning procedures are relatively

slow and would usually require the station to be taken offline.

The basic elements of the WON are shown in Figure 2.1. The WON consists of



NV stations, each accommodating p wavelength-tunable transceivers and one user
port. As optical transceivers represent a significant part of the station’s cost, it is
typical to choose p to be small—generally no more than two. Each station behaves
as a simple (p+ 1) x {p + 1) electronic switch and has the ability to buffer packets
temporarily. The stations are connected to a common, shared medium capable
of carrying K wavelengths, each of which can be independently modulated and
demodulated by the stations’ transceivers. The WON’s full complement of WDM
channels is accessible to all stations, but, since each station is tuned to at most
p different WDM channels, communicating with another station requires either
retuning one of the transmitters of the sending station or else forwarding a message
via one of the station’s neighbors. Not only would the former alternative require
rapidly tunable transmitters, which are not expected to be available in the near
future and which add to the station’s cost, but the problems of coordinating the
transmissions of tunable transmitters present a formidable challenge [CG87]. The

latter alternative thus offers a much more reasonable solution.

Each station may be viewed as a (p+ 1) x (p + 1) packet switch, as shown in
Figure 2.2 (with p = 2). Packets arriving via the electronic input port or one of the
optical receivers are examined by the station’s switching element and routed to the
appropriate optical transmitter or electronic output port. Although any kind of
routing is allowed in principle, the station must switch packets at link speeds, and
thus a simple, streamlined routing procedure—such as hardware-assisted decoding
of a source-specified route in the header of the packet—would be used in practice.
Each transmitter is supplied with packet buffers to accommodate the queueing of

packets contending for service by the same transmitter.

Cell-oriented, fixed-size packets with synchronized arrivals and variable-size
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Figure 2.2: The WON Station.



packets with asynchronous arrivals are allowed in the WON. The advantage of
using a cell-oriented station is that we can guarantee that buffer overfiow does not
occur, even with as few as one buffer per transmitter. If packets are synchronized
. (or artificially aligned) to arrive at the station simultaneously, then a conflict, which
occurs when different packets are to use the same transmitter, can be resolved by
granting access to one of the packets and forcing the other packet to be sent out
via another transmitter. Of course, this disrupts the route of the diverted packet,
but it can be rerouted over this new path. In general, cell-oriented communication
can only be used when there is at most one transmitter per channel, otherwise
buffer overflow is sure to occur, since the transmitter might not get to transmit

immediately because of contention for the channel.

In the eight-station WON shown in Figure 2.3, all stations have two transmit-
ters and two receivers, and the WON uses a total of 16 WDM channels. The tuning
of this WON corresponds to the ShuffleNet interconnection originally studied in
[Aca87, AKH87, HK88] and is based upon the recirculating perfect shuffle. The

logical interconnection between stations is more intuitively drawn in Figure 2.4,

The WON delivers each packet from its source to its destination by multihop-
ping, a technique in which a packet starts at its source station and travels to its
destination station via a sequence of intermediate stations, undergoing switching
and electro-optical conversion at each point along the way. To illustrate, a packet
traveling from station 1 to station 5 of Figures 2.3 and 2.4 follows the (shortest
possible} sequence of hops: 1 226 2 0 ¥ 5. Multihopping permits the concur-
rent transmission of many packets on different channels, as opposed to traditional

LANs and MANs which permit only a single packet to be in transit at any given

time.!

I This is a simplification, since even traditional LANs and MANs, such as FDDI and DQDB,
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The use of multihopping allows the WON to achieve a very high level of mes-
sage parallelism, i.e., a large number of messages can be concurrently in transit on
different channels. It is through message parallelism that the WON attains high
throughput; similar throughput levels can not be attained in conventional LANSs
and MANs because no more than a few messages at a time can be transmitted at
any given point in time. In the WON, however, it is theoretically possible to have
a message being concurrently transritted on each WDM channel. Since each mes-
sage can be repeated on several WDM channels according to the multihop scheme,
not all the message parallelism can be realized. Even though the multihopping of
messages represents a penalty that can be said to “waste” usable throughput, if
the level of multihopping can be kept low enough (i.e., there is not an excessive
number of hops per message) then the throughput would remain high. After all,
it has been observed [Aca87], bandwidth now represents oné of the most plentiful

of resources in the lightwave netvw;ork, and we may therefore afford to be relatively

allow more than one packet to be in transit at a time. The degree of concurrency in packet
transrmission is, however, very limited in these networks.



less concerned about its waste.

In the WON each station transmits directly to other stations, the receivers
of which are tuned to the same wavelengths as the first station’s transmitters.
Thus, each station can be viewed as directly transmitting to a set of receiving
stations. Likewise, each station can also be viewed as directly receiving from a set
of transmitting stations. The directed graph with V nodes in which node i has an
arc directed to node j if and only if station ¢ directly transmits to station 7 in the

WON is called the virtual topology of the WON.

When each WDM channel of 2 WON has exactly one transmitter and one
receiver, it is said to be a dedicated-channel WON (DCWON). The virtual topology
of any DCWON can be represented as a p-regular directed graph, in which each node
has exactly p incoming ares and poutgoing arcs. In a DCWON each WDM channel
behaves like a point-to-point link, so that there ;s no contention for the channel
since its single transmitter enjoys exclusive access. It is nevertheless possible to
conceive of configurations in which several stations share a given WDM channel.
When a \WWDM channel has more than one transmitter or receiver, it is said to be a
shared-channel WON (SCWON). In the SCWON transmitters contend for access
to their shared WDM channel, and it is therefore necessary to use a rnultiaccess
protocol to ensure the orderly scheduling of transmissions. In contrast to the
DCWON, the virtual topology of the SCWON can have nodes with an arbitrary

number of incoming and outgoing arcs.

2.1.2 Physical Topology

From the most elementary point of view, the WON exists as a physical topology,

which encompasses all devices and waveguides required to distribute photonic sig-



nals to the WON’s users. This includes optical-fiber cables, couplers, connectors,
taps, amplifiers, etc. The interconnection of these devices, as well as their actual

locations or layout, i1s included in this definition.

A principal function of the WON's physical topology is to distribute signals to
all stations. It is necessary to choose carefully the WON’s physical topology in
order to ensure that the transmitter-to-receiver power for every pair of stations is

in the specified range, i.e., neither too weak nor too strong.

The design of a physical topology must meet the transmitter-to-receiver power
budget, i.e., the optical signal launched from a given transmitter must arrive to any
other receiver with a specified minimum power. The construction of such physical
topologies is challenging because the design must limit the number of points at
which losses occur yet provide the required station connectivity. A few special
topologies for lightwave networks have been analyzed for their ability to transport

optical signals in large networks with acceptable power loss [NTM85, GF88].

Three principal topologies have been proposed for the WON {Aca87}]: they are
the star, tree, and bus. We show in Figure 2.5 the general form of each of these

three topologies and discuss each one individually below.

A particularly promising physical topology is Tree-Net, which was proposed for
use as a MAN serving several hundreds of stations [GF88]. The Tree-Net physical
topology is—not surprisingly—organized as a binary tree with bus segments or
station clusters at the leaves of the tree, as shown in Figure 2.6. The nonleaf
nodes of the Tree-Net are simple 3-decibel (dB) couplers, with the exception of
the root node, which is a regenerating headend capable of reamplifying all the
WDM channels. Each station attaches to its bus segment (which is allowed to be

a trivial bus with only one station) by means of a tap. We assume that the power
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budget P, which is defined as the worst-case difference between the light source’s
power output (in dBm) and the minimum power detectable at the light detector
(in dBm), is on the order of 40 dB. We use the following conservative estimates

for power reduction:

¢ Couplers: 3 dB for power splitting and 1 dB for connector loss

¢ Taps: 2 dB for power splitting and 1 dB for excess loss

If L and K are the number of levels in the tree and the number of stations in a
bus-segment cluster, respectively, then the accumulated loss from a station to the

headend must not exceed P:
4 dB/coupler x L couplers + 3 dB/tap x K taps < P dB

Considering a balanced tree in which the number of stations NN is equal to 2L K,

we can rewrite this inequality as
N < 25(13.33 — 1.33L) (2.1)

The maximum value of N to satisfy Equation (2.1) is 512, which can be achieved
for seven-, eight-, and nine-level Tree-Nets (L =17,8,9) with clusters of four, two.
or one stations per bus segment (K = 4, 2, 1), respectively. By Improving receiver
sensitivity we could also increase the maximum number of stations in the Tree-Net.

The WON can be realized in several physical topologies, e.g., the star, tree, and
bus. Wé:lshow in Figure 2.7 an example of the WON with a star topology, which
uses a multiport star coupler at its headend, and in Figure 2.8 an example of the
WON with a tree topology. We have already presented in Figure 2.3 an example
of the WON with a folded bus topology. We mention at this point that the bus

topology has a major drawback in that it can only support a small population
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Figure 2.7: The Eight-Station ShuffleNet Realized as a Star.
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of stations, because the loss of optical power grows linearly with the number of

station taps on the bus {Pal88, pages 192-194].

2.1.3 Virtual Topology

An attribute that makes the WON unique among other communication networks
is the flexibility that stems from its virtual topology. Numerous virtual topologies
can be mapped onto a given physical topology. Figure 2.8 clearly illustrates this
mapping principle by showing one specific virtual topology (indicated by shaded
lines) overlaid on top of the fixed physical topology (indicated by heavy lines).

Clearly, the shaded lines can be redrawn to effect a new virtual topology.

The virtual topology of the WON is naturally modeled as a directed graph
(digraph) in which the existence of an arc from one node to another implies the
cotuning of the corresponding stations’ transmitter and receiver. We therefore re-
view some definitions and notation related to digraphs. We assume that a digraph
consists of a set of .V nodes, usually labeled 0 to NV — 1, and has no parallel arcs,
l.e., there is at most one arc from any given node to any other node, and that all
the digraph’s arcs are labeled with a nonnegative distance (or length). The degree
(or outdegree) of a node is the number of arcs emanating from that node, and the
degree of the digraph is the largest degree of any node. Recall that a digraph is
p-regular if all its nodes have degree p; in such cases we will speak of the differ-
ent arcs as emanating from or entering into (input or output) ports of the node,
which we usually number from 0 to p — 1. The distance of any directed path in
the digraph is the arithmetic sum of all labels of the path’s arcs, and the shortest
distance from node ¢ to node j is the minimum distance over all paths from node :

to node j, denoted &;;. The diameter D of the digraph is defined as D 2 max,y; 6;;
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Figure 2.9: A Virtual Topology Based on the Modified de Bruijn Graph.

and the average internode distance as

Using the convention that §,; is the shortest nonzero distance from node 7 back to
itself, we define the girth of the digraph to be max; §;. The density of the digraph
relates to the difficult problem of how to pack a large number of nodes into a small

diameter and is defined as N/D.

The tuning of the WON in Figure 2.8 corresponds to the degree-two de Bruijn
digraph on eight nodes which has been slightly modified by redirecting self loops;
this virtual topology is shown in Figure 2.9. Note that this digraph is fully con-
nected im the sense that any node is reachable via a directed path from any
other node. The p-ary de Bruijn digraph on N =p" nodes {numbered from 0
to NV — 1} is constructed by connecting port j of node i to port { of node k, where

k= {pt +j) mod NV and

33



[f each node’s number is represented in the form of n p-ary digits, then these
operations correspond to a left shift of the node’s number followed by the con-
catenation of a single p-ary digit onto its right end—the original number is the
source of an arc and the new number is its sink. This interconnection pattern is
now slightly modified by eliminating the self loops from each node : = p" back
to itself: we redirect port m of node m(l ~ p*)/(1 — p) to port (m + 1) mod p of
node {(m + 1) mod p](1 — p*)/(1 — p). The de Bruijn digraph is well known for
its high density—elimuinating the self loops increases that density even more. The
diameter D of the de Bruijn digraph is easily seen to be n since more than n shifts
and concatenations will cause the original node’s number to repeat. Although we
know of no expression for its average internode distance, we derive simple lower

and upper bounds on this quantity in Appendices A and B:

n _ LA+l ; - - n no__
np" —p"7  +np+p n<D<np+p 1_* P
pr—1 I ! p-1
We can likewise describe the ShuffleNet’s virtual topology, viz., the recirculating
p-ary perfect shuffie on .V = np" nodes. We can express the adjacency relation of
the digraph by specifying that node ¢’s jth outgoing arc is the /th incoming arc of

node k, where

[ = r mod p”J
- pn—l

k= {p" [-E-] +p [(z mod p") mod p"‘l] +j} mod N
pﬂ
This interconnection produces an n-stage digraph with adjacent stages related by
the perfect shuffle. Figure 2.4 shows this virtual topology for n = 2 and p = 2.
One of the most attractive properties of ShuffleNet is its small diameter relative to

its size: if we assume that all arcs are labeled with a distance of one, then no two

nodes are separated by a distance of more that 2n — 1, and the average internode
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distance is [AKH87]

B = PP 1)Bn~1) = 2n(p" — 1)
2p—1)(np* - 1)

Unfortunately, the simple equations above do not apply if we wish to model
a WON with nonuniform traffic, or if the different arcs of the WON's virtual
topology have different lengths. These shortcomings highlight the need for more
sophisticated and realistic models of the WON, one of which we shall present and

develop later.

2.1.4 Channel Sharing in the WON

We might find it advantageous to design shared-channel virtual topologies, in which
more than one station can be assigned to a WDM channel. There are at least four

reasons to use such shared-channel virtual topologies in the WON:

» Channel sharing makes it possible to use fewer WDM channels than are used
by the DCWON, which might be advantageous and/or necessary when there

is a large number of stations and/or a shortage of WDM channels.

o Channel sharing makes it possible to implement any virtual topology with
only one transceiver per station, which could significantly reduce the cost of

a station.

¢ With shared channels we can implement more connected virtual topologies
than are possible with dedicated channels, and these virtual topologies, if
they are capable of carrying the network traffic, can provide better perfor-

mance than the DCWON .



o The sharing of channels affords additional flexibility in routing, which can be
exploited to more evenly balance traffic over all channels, thus reducing the
chances of overutilizing any given channel. For example, Hluchyj and Karol
[HI88] have given a routing procedure for the shared-channel ShuffleNet that
routes uniform traffic along shortest paths in such a way that the traffic load
on all channels is perfectly balanced (but no such procedure has yet been

found for the dedicated-channel ShuffieNet).

Of course, there are added costs that accompany the use of shared channels in the
WON, most notably the need for a multiaccess protocol, which can increase the
complexity of the station and introduce more overhead into message transmission.
Because of the high ratio of packet propagation time to packet transmission time
in the WON, the time-division multiaccess protocol would be well suited for use

on shared channels.

Figure 2.10 shows a SCWON implemented using four WDM channels and only
one transceiver per station. The virtual topology of this SCWON is equivalent to
that of ShuffleNet. This could significantly reduce the cost of the station, and the

need for only four WDM channels permits a simpler design for the transceiver.

Figure 2.11 shows an asymmetric SCWON implemented using eight WDM
channels and one transmitter and two receivers per station. Note that this SC-
WON's virtual topology, which is equivalent to ShuffleNet, has been defined in
such a way that no two transmitters share a common WDM channel. Therefore,
there is no need for a multiaccess protocol in this type of SCWON. The lack
of a multiaccess protocol controller and the use of one fewer transmitter than in
the DCWON imply that the station will have a lower cost than in the DCWON.

Moreover, the asymmetric SCWON, with its eicht WDM channels, requires only
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half as many channels as the DCWON.

2.2 Design Goals for the WON

Each WON is intended to meet a number of specified requirements or goals. Three
of the most important design goals for the WON are performance, cost, and de-

pendability, each of which we discuss below.

2.2.1 Performance Issues in the WON

The performance of the WON can be measured in several ways. One of the most
critical measures of performance is the maximum throughput that the WON can
achieve. The maximum throughput is measured as the highest rate that the WON
can deliver transmitted information to its users for a sustained period of time. The
maximum throughput of the WON relates directly to the level of service that it
delivers; more throughput corresponds to a more productive use of the WON. An
enterprise operating the WON would generally wish to achieve as high a through-
put as possible, as this would imply that more customers could use more network
services, thus maximizing the enterprise’s return on investment. The flip side of
throughput is delay, which is usually defined as the amount of time that a packet
takes to progress from its source to its destination and which is critical to many
applications. For instance, time-critical data, such as voice traffic, can not toler-
ate an excessive delay in delivery. Other types of data communication, such as
traffic associated with distributed or parallel computation, must have very low la-
tency. For example, the re-mote procedure call, which forms the basis for numerous

distributed computing systems impiemented according to the client/server model.
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will have to complete with minimal delay.

We generally consider only means or averages when we discuss network per-
formance, but percentiles and distributions can be critical parameters in some
situations. As an example, time-critical data may on average meet a specified
limit, but even if the limit is only infrequently violated, this will have the same

effect as having lost the data. Thus, we might wish to design a WON in which the

99th percentile of packet delay is below a given limit.

Several factors influence the performance of the WON. As in any network,
the amount and pattern of traffic offered to the WON strongly affects the perfor-
mance that it can achieve. One of the strongest influences on performance comes
from the virtual topology of the WON, and the WON will exhibit a wide range
of performance levels, depending on the virtual topology that it adopts. Other
factors, such as the geographical layout of stations and the physical topology of
the WON, have an impact on performance, especially delay. Delay is composed
of propagation delay, which is the time that an optical signal takes to travel from
point to point, and queueing delay, which is the time that a packet spends waiting
for resources such as transmitters. The queueing delay of a packet is determined
by the WON’s policies for accessing resources and the demands being placed upon
those resources. Thus, mechanisms such as multiaccess protocols for shared WDM

channels and queueing disciplines can have a profound effect upon performance.

Having identified performance metrics such as throughput and delay, we need
a way to easily evaluate these metrics if we are to design WONs with optimal

performance.
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Figure 2.12: Cabling of a Point-to-Point Network Compared to Cabling of a WON.

2.2.2 Cost Issues in the WON

The successful design of a cost-effective WON would be an essential precondition
to its acceptance by the market place. Since cost is always a prime concern in large

systems, 1t is necessary to establish firm cost goals in the design of the WON.

Previous work has demonstrated that WONs such as ShufleNet can provide
nearly 1000 stations with an aggregate throughput of over 100 Gbps [Aca87,
AKH87, BG89]). The WON, like the conventional point-to-point store-and-forward
network, achieves high throughput by using its numerous channels (which corre-
spond- to links in the point-to-point store-and-forward network) for the concurrent
transrnission of packets. We believe, however, that the WON offers several ad-
vantages over the point-to-point store-and-forward network in a MAN setting,

including:

e Reduced cabling cost. The simple example of Figure 2.12 compares the

cabling cost of a point-to-point store-and-forward network configured in a



ShuffieNet interconnection with that of a WON with a physical star topol-
ogy. The amount of cable in this point-to-point store-and-forward network is
nearly 2.6 times the amount in the WON, and it is important to remember

that the star is the least cost-effective physical topology for the WON!

o Greater adaptability and ease of configuration. To accommodate evolv-
ing traffic requirements or additional stations, the point-to-point store-and-
forward network may have to reconfigure existing links, whereas the virtual
topology of the WON can be redefined easily and without physical reconfig-

uration.

The development of a realistic cost model for the WON is not a simple task.
The overall cost of the WON is reflected in areas such as cable length, station
complexity, and optical component counts. A major contribution to the cost of
the WON comes from the expense associated with constructing and maintaining its
cable plant. Another source of cost in the WON is the station, whose transceivers,
switch, and software all carry a nonnegligible price tag. As we expect the WON
to use a large quantity of optical-ﬁl.)er cable, our cost model will emphasize the
dominant contribution that cable length makes to the overall cost. This is because
the cost of procuring, laying, and maintaining a length of optical-fiber cable dwarfs
the other costs in the WON, especially when the geographical region to be served
is large. Moreover, total cable length is good comparative measure of cost, since
we will usually be comparing the costs of WONs with the same number of stations

and approximately equal numbers of optical components.



2.2.3 Dependability Issues in the WON

The term dependability refers to that attribute of a system that “allows reliance
to be justifiably placed on the service it delivers [original emphasis]” [AL36]. A
principal aspect of dependability in networks is fault tolerance. Fault tolerance
should be designed into the WON from the outset, as the WON would provide a
vital service, the loss of which—even in a temporary outage—could have a very
detrimental impact on customers. It is important to remember that the WON, by
virtue of its size and complexity, is susceptible to failure at several points. In the
2048-node ShuffleNet, for example, the probability that the entire network is fully
operational, given that each station is available 99.9 percent of the time and the
optical components never fail, is only about 0.13. Thus, it is clear that we can
not expect a particular virtual topology to even be in force at a specific instant.
This implies that the WON’s virtual topology (and its physical topelogy, as well)

should have a measure of robustness designed in.

[t is crucial to understand the classes of faults that are expected to beset the
WON, so that fault-tolerance mechanisms can be employed to detect, isolate, and
recover from these faults. Faults that cause the failure of a station, an optical
component, or a segment of optical-fiber are definitely to be expected and guarded
against. Both the physical and virtual topologies must be designed to take the
above-mentioned faults into account. In addition, protocols at the link, network,
transport, and application layers should incorporate mechanisms to deal with noise-

induced and intermittent errors.

Security is another aspect of dependability that needs to be addressed in the
WON. A foremost concern of users of public or semipublic WONs would be pri-

vacy. The WDM-based channel structure of the WON allows each user—at least
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in principle—to tune to any channel. Unless measures are taken to prevent eaves-
dropping, an unauthorized user could have access to anyone’s data. End-to-end
encryption of the user data in each packet would be sufficient to protect data con-
fidentiality, but these mechanisms can be expensive because of the requirement to
manage and distribute keys and to install encryption and decryption devices at
each station. A less expensive alternative is to separate customers into communi-
ties of interest, allow complete sharing of data within a community, and control
the exchange of information between different communities. Partitioning the users
into communities of interest could also thwart some denial-of-service attacks from
outside the community. Such an approach is discussed in Chapter 4 and relies

upon both physical- and virtual-topology design.

2.3 Pragmatics and Implementation

2.3.1 Lightwave Technology for the WON

Although we have not focused specifically on the lightwave technology upon which
the WON is based, it is important to understand how such a network architecture
would be implemented. The current and projected capabilities and limitations of

lightwave technology are, therefore, very relevant to the construction of the WON.

There are four basic areas in which lightwave technology is critical to the WON

architecture:

¢ Dense WDM of lightwave signals on a single-mode optical fiber
¢ Broadband amplification of lightwave signals

e Wavelength-agility of light sources and detectors
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o Low-loss coupling of WDM channels

One of the first challenges to building the WON comes in the area of sup-
porting multichannel operation on a single optical fiber. The use of WDM has
been demonstrated in the laboratory and has already found limited application
in the field {Kap83|, but the number of channels used so far is small. To achieve
truly dense WDM within a single optical fiber, we will almost certainly require
coherent processing of optical signals, rather than direct detection, which is in
wide use today. With the use of coherent techniques, we can encode information
by modulating the amplitude, frequency, or phase of a beam of light. The en-
coded information can then be extracted from the coherent waveform by means of

heterodyne or homodyne detection.

Coherent processing works in the optical domain much as in the electrical
domain. A fixed-frequency (or wavelength) carrier is modulated by an information
source, and the transmitted signal is demodulated by mixing the modulated signal
with the output of a local oscillator to obtain an intermediate-frequency signal with
a much lower frequency than the carrier. Coherent transmission systems are being
demonstrated in the labora.t;)ry, and their performance is keeping pace with—if

not approaching—that of direct-detection transmission systems [Kim87, VW89!.

The use of coherent processing allows the formation of a large collection of
WDM? channels on a single optical fiber. It has been estimated that a coher-
ent lightwave system could support nearly 700 WDM 35-Gbps channels using 50-
gigahertz spacing in the passbands centered at 1300 and 1550 nanometers [VW389].
Thus, we could reasonably expect to have several thousand 1-Gbps WDM channels

available for use in the WON.

>The distinction between WDM, dense WDM, and optical FDM is sometimes made, but we
use the term “WDM?” to include all these variants,




Coherent systems are now approaching the level of noncoherent systems. There
have been several demonstrations of coherent multichannel networks [Lin89], and

up to eight 400-Mbps WDM channels have been operated simultaneously.

In the tree-like physical topologies, a broadband optical amplifier at the head-
end is highly desirable, if not absolutely necessary. Thus, the broadband amplifier
is essential to the success of the WON. Such a broadband amplifier would be
capable of simultaneously regenerating the optical signals on all WDM channels.
As such, the broadband amplifier is the optical analog of the RF remodulating
headend that is commonly found in CATV-based networks. The broadband op-
tical amplifier can be an item of considerable expense in the WON and in the
worst case could consist of a bank of receiver—transceiver pairs that convert optical
signals to electronic signals and back again to optical signals. Furthermore, this
device should be highly reliable. Thus, a cost-effective, reliable broadband optical

amplifier would do much to promote the acceptance of the WON.

Clearly, the ability to tune the WON stations’ transmitters and receivers to
specific WDM channels is required in order to define an arbitrary virtual topology.
Even more desirable are wavelength-agile transceivers, which can be tuned at any
time, not only at the time of manufacture. The tuning and modulation of a light
source generally dictates that the source be a laser device. Devices such as the
distributed-feedback and the distributed Bragg reflector laser are capable of tuning
over a wide range of optical frequencies [Lin39]. The stability and accuracy of a
laser light source are also important, and devices that can be precisely tuned and
that remain tuned to their designated wavelengths must be developed. Current
lasers do not tolerate fluctuations in the ambient temperature very well. Similarly,

the problem of setting the receiver to a specific WDM channel must be addressed.
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Figure 2.13: The Four-Port Optical Coupler.

In the DCWON, it is sufficient to have receivers that remain tuned to fixed WDM
channels; it is then necessary to tune only transmitters. When receivers must be
tunable, however, we must solve the problem of accurate and stable frequency

synthesis in order to generate the required local oscillator.

The implementation of the WON's physical topology requires coupling devices
to distribute optical power throughout the network. The canonical four-port cou-
pler is shown in Figure 2.13. This device is used in the WON to form a junction
between four segments of optical fiber. The devices allow the flow of optical power
from port 1 to ports 2, 3, and 4. The coupler is often specified in terms of its loss
characteristics; if we call port 1 the input port, port 2 the favored port, port 3 the
tap port, and port 4 the isolated port, and let P; denote the optical power incident

on port ¢, then the following definitions apply with respect to the input port (port

1)
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Couplers for the WON would be designed to have throughput and tap losses of
about 3 dB for even power splitting, low excess loss, and high directionality (which
effectively isolates port 4). Light travels through the optical fiber in a noninterfer-
ing fashion, so that light can enter through any of the coupler’s ports, as shown

by the arrows in Figure 2.13.

The WON makes use of two different types of couplers: the three-port coupler
and the star coupler, both of which are shown being used in Figures 2.5-2.8. The
ideal three-port coupler, which is illustrated in Figure 2.14, allows no power to
reach the isolated port and is simply a four-port coupler with high directionality,
1e., Lpir = 0. Its function is to merge streams of photons in the upstream (i.e.,
from station to headend) direction and split streams of photons in the downstream
(i.e., from headend to station) direction. It should be designed so that the merging
and splitting of optical power are more or less invariant over the wavelengths of

interest,

The star-coupler is a device with N input and N output ports. If the input
and output ports are identical, the coupler is called reflective, and if they are
distinct, the coupler is called transmissive. The function of the star coupler is to
distribute power evenly from any input port to all outputs ports. Thus, the ideal
star coupler splits incoming optical signals .V ways and has an insertion loss of

—10log(1/N) dB. The star coupler can be modularly constructed from elemental
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Figure 2.14: The Ideal Three-Port Coupler.

four-port canonical couplers, it can be constructed by fusing together a collection

of optical fibers, or it can be constructed by using a planar waveguide [Dra89],

There are several ways to implement the coupler, two of which are illustrated in
Figure 2.15. The fused biconically tapered coupler, shown at the top of Figure 2.15,
is manufactured by twisting together two optical fibers and then applying heat and
tension to fuse and taper the fibers. The optical properties of this construction
cause power from the input port to couple into the favored and tap ports. The
graded-index rod-lens coupler, also shown in Figure 2.15, uses quarter-pitch lenses
to focus light from the input port onto a point of a half-silvered surface, from which

it is then focused by the lenses onto the favored and tap ports.
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2.3.2 Multiaccess Protocols for the SCWON

Multiaccess protocols are required by the SCWON in configurations that assign
more than one transmitter per channel. With its high-speed WDM channels, the
SCWON must use a multiaccess protocol that operates efficiently when the average
transmission time is small compared to the end-to-end propagation delay on a
channel. Another goal is simplicity, as an unduly complex multiaccess protocol
controller could drive up the cost of the station.

Candidates for the multiaccess protocol include protocols as diverse as the
Aloha and time-division multiple-access (TDMA) protocols. Recalling that the
WON’s principal use is as a MAN, we must keep in mind the fact that a WDM
channel can have stations that are separated by large distances. Also, the high-
speed character of the WDM channels implies that the time to transmit a packet—
even a large packet—is short in comparison to the time that it takes the packet
to propagate from the transmitting to the receiving station. Another special con-
sideration in the SCWON that distinguishes it from other shared-channel systems
is that its WDM channels are unidirectional: even though a station transmits on
a specific WDM channel, it does not necessarily receive on that channel. Thus, a
broadcasting station will not, in general, be able to hear its own broadcast, which
contrasts with the typical shared-channel system. This is because the virtual
topology of the WON is not constrained by any requirement to cotune transmit-
ters and receivers of a station to the same WDM channel. In fact, such a constraint
could severely limit the performance of the SCWONAby eliminating certain virtual
topologies from consideration or could increase the cost of the station by requiring

an additional receiver for every transmitter.

Two schemes that will enable unidirectional channels to be shared are Aloha



and TDMA. Aloha would use no feedback from the channel and would merely
broadcast without checking the status of the transmission. If a collision occurs,
the indication to retransmit would have to come from higher-level protocols. This
solution is simple but inefficient. TDMA offers a more attractive solution that
would preassign to each station on the channel a periodically repeating time slot
with a position that is fixed relative to other stations’ time slots. Thus, there must
be some way to synchronize the actions of stations, so that they will not usurp
each others’ time slots. One method would be to provide a beaconing channel
that carries a reference signal that is repeatedly broadcast by a designated station
or even the headend. Each station would then have an inexpensive sensing port
that would enable it to synchronize with the designated beacon station’s signal.
If each station knows how long it takes to beacon from the designated station
to itself, then it can easily figure the time slot in which it has permission to
transmit. This scheme would require an accurate clock in each station and a
protocol to support the bidding for and assignment of time slots for access to the
channel. A drawback of this fixed-assignment TDMA is the inflexibility owing
to its inability to accommodate truly bursty traffic sources. Nonetheless, since
bandwidth is relatively abundant, we can justify the waste of time slots that usually

accompanies TDMA.

2.3.3 Routing in the WON

Because the WON is targeted for high-speed applications, its routing procedures
must be streamlined. Routing must be done in real time and at link speeds.
Generally speaking, routing can not be done in the WON the way it is done

in conventional networks—there is not enough time to look information up in a
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routing table. Therefore, techniques such as source routing must be employed. In
source routing the source, which somehow knows a route to reach the destination,
specifies a detailed route from the source to the destination and inserts it into the
header of the packet. Each intermediate station uses the information in the header

to switch the packet correctly.

Source routing must be supported by a route-discovery protocol that informs
source stations about routes to other destination stations. The route-discovery
protocol can be invoked periodically or on demand, and routes can be cached at
the source station for later use. Usually, shortest-path routing is used in order to
minimize packet delay. Sessions between two stations are built on top of a virtual
circuit that uses the same route for each packet exchanged in the circuit. This also
ensures that the sequence of delivery is the same as the sequence of transmission, if
no packets are lost. Error detection and recovery procedures at the virtual-circuit
level can guarantee a reliable, sequenced data stream. However, if a link or station
fails, routes that include that link or station can no longer be used, and a new
route must be discovered and specified by the source station. Thus, the old virtual

circuit must be torn down, and a new one must be established.

Also important is the issue of alternate routing when the primary route is
experiencing congestion. Unlike the conventional network in which alternate routes
are reflected in the routing table as a result of frequent broadcasts of routing and
performance information, the WON requires a quick way to choose and specify an
alternate route when congestion becomes a problem. A simple method consists of
inserting a temporary segment into the the packet’s source-specified route, so that
the packet can follow the segment {away from congestion). This presumes that

alternate paths can be prestored at a station



2.3.4 Network Management in the WON

Given the inherent flexibility of the WON in defining new virtual topologies as the
need arises, it is important to have a facility to harness this flexibility. We call

such a facility the integrated network management system.

The integrated network management system serves three primary functions:
monitoring the state of the network, analyzing network statistics, and controlling
network resources. As we shall see in Chapter 5, the problem of designing the
WON’s virtual topology can actually be viewed as a problem in network monitor-
ing, analysis, and control. In this process a special network management center,
which is a combination of computer(s) and administrator(s), is tasked with mon-
itoring long-term trends in traffic patterns. When sufficient traffic statistics have
been collected and processed, the network management center is responsible for
determining—most likely via analytical modeling—the optimal virtual topology
for the WON given the prevailing traffic conditions. Having determined the op-
timal virtual topology, the network management center must effect a changeover
from the current to the new virtual topology. For this we must implement a pro-
tocol to control the virtual topology by coordinating the tuning of stations in an
orderly fashion. Atomicity of the protocol would be important, as the prospect of
a partially defined virtual topology could be disastrous from the point of view of
connectivity. Obviously, the redefinition of the virtual topology of the WON is not
something that 1s performed frequently. The monitoring step can require days or
weeks, the analysis step can require minutes or hours, and the controlling step can

require seconds.

The network management center would also participate in other aspects of

WON operation, such as redundancy management in support of fault tolerance,
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as well as security monitoring and access control. The center could also be in-
volved in the support of the SCWON’s multiaccess protocol. For example, in the
fixed-assignment TDMA scheme, the assignment of stations to time slots could be

mediated by the network management center.

Of course, network management would also be used to provide the services typi-
cally required in any network. These services include accounting and configuration

management, which are of concern to the network’s operating company.

2.4 A Taxonomy of the WON

As we have seen in this chapter, there is a myriad of options that apply to the design
of the WON. These different options exist in the areas of physical topology, virtual
topology, and routing. Some of the many types of WONs are shown taxonomically
arranged in Figure 2.16. This taxonomy describes a roadmap for our research.
since it identifies the various design decisions that must be made in implementing
a WON, and the goal of our research is to address and solve the specific problems

that arise in making the aforementioned design decisions.

The tree in Figure 2.16 has three main branches: physical topology, virtual
topology, and routing. Each branch of the tree represents a problem area in its
own right. Although other physical topologies might emerge for use in the WON,
the four physical topologies shown in Figure 2.16 (viz., star, tree, bus, and ring)
have been specifically proposed for the WON and offer vastly different capabilities.
We shall explore these physical topologies further in Chapter 4. The greatest
number of options seems to arise in connection with the WON’s virtual topology

and includes wavelength agility, channel sharing, and symmetry. These aspects
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of the WON’s virtual topology will be comprehensively covered in Chapter 5.
The problem of efficiently transporting packets through the WON—or routing—
admits some interesting schemes such as deflection and detour routing, which we

will examine in Chapter 6.

2.5 Summary

This chapter describes the architecture of the WON, concentrating on the many
different design choices to be made in constructing the WON. The concept of a vir-
tual topology, which can be defined independently of the WON’s physical topology,
is developed and illustrated by examples. We also describe the kinds of physical
topologies that are applicable to the WON. We discuss the cost, performance, and
dependability design goals for the WON, and outline approaches to achieving these
goals. We mention practical issues in the implementation of the WON, including
needed advances in lightwave technology, novel techniques for sharing and control-
ling WDM channels, and the procedures for fast routing and packet switching. We
conclude with a taxonomy of the WON that succinctly summarizes the different

design decisions to be made in building the WON.
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Chapter 3

A Framework for the Design of
the Wavelength-Division Optical

Network

Having presented the WON architecture, which is the target of our research, we
now formulate a group of problems that arise in the design and operation of this

class of networks.

3.1 The Paradigm Shift Away from Traditional

Network Design

Major advances in network design coincided with the early development of the
Arpanet and other packet-switching wide area computer communication networks
characterized by low-speed electronic transmission subsystems. The classical para-

digm used in this design process is based on the decomposition of the process into



the problems of capacity assignment, flow assignment (routing problem), capac-
ity and flow assignment, and topology design; the interested reader may consult
(Ger73, GK77] for a comprehensive discussion of these problems. It is not our
intent to give an in-depth presentation of these problems but rather to indicate

why the classical paradigm is not adequate for design of the WON.

There are several fundamental reasons behind the paradigm shift in network
design. and most of them can be traced back to basic changes occurring in the
tradeoffs between lightwave and electronic technologies. With lightwave signal
transmission. bandwidth is relatively abundant compared to electronic signal trans-
mission, and lightwave channels can operate at far higher speeds than electronic
channels. With WDM channels we can realize economies of scale impossible with
copper cabling, i.e., the marginal cost of additional WDM channels is relatively low.
Moreover, since electromagnetic signals—whether electrical or optical—propagate
at roughly the same speed, the ratio of propagation time to transmission time is
much greater on high-speed WDM channels than on low-speed electronic channels.
The upshot of this is that a large proportion of a packet’s delay in the WON is
attributed to propagation delay rather than queueing delay, which is a reversal
of the situation in traditional store-and-forward networks. Another consideration
is that fast packet switching in the WON demands minimal processing at packet
switches, if such switches are to keep up with high-speed WDM channels, and this

limits the sophistication of the routing scheme.

Thus, when we consider Arpanet-style topological design, we see that its con-
struction of point-to-point links between stations is not really applicable to the
WON., which does not necessarily communicate between adjacent stations and in-

curs no additional cost when separate signals travel over a common optical fiber.
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Similarly, the concept of capacity assignment has no clear analog in the WON,
because its architecture assumes the use of wavelength-agile transceivers that can
interoperate with each other, so that the wisdom of selecting different capacities
for these transceivers is questionable. The advantages of solving for the optimal
flow assignment in the WON are expected to be small, because propagation de-
lay dominates queueing delay, so that bifurcated routing reduces delay very little.
Furthermore, it is not clear that bifurcateed routing can be readily implemented.
since stations must switch packets very rapidly, which suggests that the time spent

consulting a routing table could prove problematic.

The WON's use of high-speed lightwave communication has encouraged the
development of novel techniques such as the bufferless routing scheme described
in Chapter 2. These techniques contrast sharply with those developed for use
in conventional store-and-forward networks. Consequently, the analytical models
developed to evaluate these conventional networks are not easily adapted to the
evaluation of the WON. Therefore, we are often forced to develop new models of
the WON, and from the application of these new models arise design problems

fundamentally different from traditional network design problems.

Another factor that can be cited in the shift toward a new network design
paradigm is that more powerful computers (especially parallel processors) are avail-
able today than in the heyday of the Arpanet, and these computing resources can

enable the use of formerly cost-ineffective algorithms.

Given the inappropriateness of the classical paradigm for network design, we
proceed to establish a new paradigm that has been tailored to the design of the

WON.



3.2 Performance Models of the WON

In designing the WON to meet a specific performance goal, we require a straight-
forward method of evaluating the performance metric under study. In evaluating
a specific performance metric such as mean packet delay, we could resort to a very
accurate method of evaluation, e.g., simulation; but as simulation entails the use
of significant computing time, this alternative can not be seriously considered for
designing WONSs, which could involve the evaluation of a large number of net-
works. By making certain simplifying assumptions about the WON, we might be
able to construct models of the WON that are easily analyzed, preferably by basic

mathematical techniques.

Before developing the mathematical model of the WON, it is convenient to
define the following important terms. An N x N distance matriz (§;;) specifies
the distance (in km) between stations ¢ and j. This “glass” distance is measured
as the length of optical fiber from station ¢ to station j. The transmission signal
propagates along this optical-fiber path at the speed of light through glass, which
we take to be ¢ & 2 x 10°® km per second. Thus, the time for a bit to propagate
from station ¢ to station j is 6;;/¢ seconds. The N x N traffic matriz (v;;), specifies
the rate (in packets per second) at which traffic flows from source station i to
destination station j. The total amount of traffic offered to the network is defined
to be v = 2,2’,1 f’:l 4;- When all entries of the traffic or distance matrix are

equal, we say that the traffic or distance matrix is uniform.

A simple measure of performance in the WON is the expected number of hops
that a packet makes from its entry-into the network until its exit from the network.
If we define A to be the sum of the rates of traffic low on all WDM channels

of the WON, then we have the following well-known relationship between the
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expected hop count Efhops], offered traffic ¥, and carried traffic A [Kle76, page
327]: vEfhops] = A. If two networks have expected hop counts, Flhops,] and
Efhops,], with Elhops,] > E[hops,], then A; > A, for a given v. If the routing
algorithm balances the traffic on all WDM channels, then the first network will
saturate at a lower offered traffic load than the second. Thus, FEhops] can be

considered to be a rough indicator of the maximum sustainable throughput in the

WON.

A central attraction of the multistage recirculating p-ary shuffle and the p-ary
de Bruijn graphs is that they both have a very low expected hop count under the

assumption of uniform traffic.

Hop-count analysis, although important, has fundamental drawbacks. First,
the case of nonuniform traffic has proven difficult to analyze. Second, since hop-
count analysis does not take distances into account, hop count does not in general
accurately correlate with packet delay, except in a few instances. For these reasons

we demand a more authentic model of WON performance.

We model the N-station, K-WDM-channel WON as a Baskett-Chandy-Muntz-
Palacios (BCMP) open queueing network [BCMP75]. The service centers of the
queueing network are either infinite-server (IS) centers, which model propagation
delay, or first-come-first-serve (FCFS) centers, which model queueing delay. Po-
tentially, there may be as many as N? IS centers in the network (one for each
station-to-station hop), denoted by C,; ;5. Service center C;; ;s models the propa-
gation delay experienced by a packet as it hops directly from station i to station
7 and thus has deterministic service time §,;/¢. There are K FCFS centers in
the network (one for each WDM channel of the WON). The FCFS service center

Cx.rcrs models the queueing delay experienced by a packet from the time that
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Figure 3.1: Fragment of the Queueing-Network Model of the WON.

it queues for transmission at channel k£ until the time it is successfully output to
the channel. In general, Cy rors ha-s a state-dependent service rate that depends
upon the number n of packets queued for transmission at channel k. If we denote
by ui(n) the service-rate function of center Cy rors, then the time to transmit
a packet of l.ength 1/u bits when there are n packets in the queue is 1/uBui(n)
seconds, where B is the channel speed in bits per second. We assume that for
each state-dependent service center there exists some limiting value g for which
pr(n) = we(ge) for all n > g;. Figure 3.1 illustrates the interrelationship of the

FCFS and IS service centers in the queueing network and how they correspond to

stations of the WON.,

64



All packets offered to the WON are assumed to have their lengths chosen from
an exponeuatial distribution with mean 1/u bits. We make, for the sake of math-
ematical tractability, an independence assumption that as a packet completes a
hop, its length is independently chosen anew from an expomential distribution
with mean 1/u. Packets destined for station j arrive to the user input port of

station i as a Poisson process of intensity v;; packets per second.

With each pair of stations we associate a single route consisting of the sequence
of hops used to send packets from the source station to the destination statiomn.
Given the routes of all source-destination pairs, we can determine the throughput
at each service center of the queueing-network model. The quantities Ai;1s and

Ak, FcFs give the throughputs (in packets per second) at centers Cij.1s and Ci pors,

respectively.

In a BCMP queueing network in steady state, the mean queue length at any
service center is identical to the queue length that would result if the center were
isolated and driven by the same arrival rate. If we let the random variables Lijris
and Li reps represent the number of customers at centers Cisis and Ci Fers,

respectively, then
E(Lij1s] = Mijus 6 /¢ (3.1)

and [LS83, pages 153-155]

. 1
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which is the probability that center C; pors is idle.

Using Little’s Result we may express the mean packet delay in terms of the

offered load and the average number of packets in the network as follows

i=1 ;=1 k=

1 N N
E[T) = 5 {ZZE[LU IS]+ZE[L;,FCF5]} (3.3)
By substituting Equations (3.1) and (3.2) into Equation (3.3) we obtain the basic

formula for mean packet delay:

N’V\

ZZ 1315611 +
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Profr | pilge) 1
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+

gf: 35;‘ [Ht+11 (J) - : i—l}} (34)

=0 ey pe(ge—1) (ui(g)]

By choosing the appropriate form of the service-rate function pi(n) we can
approximately model several multiaccess protocol schemes, and thus we can model
the delay that originates from channel access in the shared-channel WON. The
service-rate function can reflect the dependence of the protocol’s performance upon
the number of stations using the channel and the load that they are generating.
The results obtained are in general only approximations. This is because multiac-
cess protocols do not usually provide service in FCFS order (or, for that matter,
according to any of the other BCMP service disciplines). Moreover, channel delay
will depend not only on the total backlog of packets awaiting transmission, but
also on the way in which this backlog is distributed among the stations sharing the
channel. The approximation is adequate for our main purpose, however, which is

to compare the relative performance of different designs.

The problem of packet-buffer overflow is common to both the DCWON and

SCWON and manifests itself when the transmitter can not keep up with the influx
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Figure 3.2: Mean Packet Delay in a 64-Station WON.

of packets. The severe impact upon performance of losing (and possibly retrans-

mitting} packets can be modeled by using a lowered service rate when there are
several Mets awaiting transmission.

We illustrate in Figure 3.2 the behavior of mean packet delay as the traffic
loading is scaled upward. The plot, which is for a 64-station two-transceiver DC-
WON, assumes a mean packet size of 1000 bits, channels operating at 1 Gbps,

uniform traffic, and stations that are all located 50 km from the headend. The



dotted curve shows the mean packet delay in the case of unlimited packet buffers;
it was obtained by using a constant service-rate function. The dashed curve shows
the mean packet delay in the case of limited packet buffers; it was obtained by
using a service-rate function that is reduced whenever the number of packets on
the channel exceeds a threshold. The solid curve shows only the mean propaga-
tion delay, which is invariant as the traffic is scaled upward. We can see that the
delay is essentially flat until we reach saturation, at which point the delay grows
rapidly and without bound. This phenomenon, which resembles the behavior of

the D/D/1 queueing system, is basically a result of two effects:

o There is a large discrepancy between packet transmission time and packet

propagation time, which in the example considered above differ by more than

two orders of magnitude.

e As we scale the traffic upward, the delay in the network remains relatively

flat until a bottleneck channel reaches saturation, which quickly drives the

overall delay to infinity.

The sharp knees in the delay curves underscore the need to operate the WON in

such a way that all channels are utilized below their critical thresholds.

The plot in Figure 3.3 shows the reasonably close agreement between values of
mean packet delay predicted by the analytical model and values of delay measured
in actual simulations of the WON. The simulation model uses fixed-size packets of
1000 bits and assumnes that channels operate at 1 Gbps, tra_fﬁc is uniform, and all
stations lie 50 km from the headend. The queueing-network model makes identical
assumptions, with the exception that packet size is exponentially distributed. Also,

in the simulation model traffic is generated by specifying a geometric probability
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Figure 33 Predicted and Simulated Mean Packet Delay in a 64-Station WON.
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distribution for packet interarrival times, whereas in the queueing-network model
traffic is generated by specifying an exponential probability distribution for packet
interarrival times. Both distributions are memoryless and produce comparable

arrival statistics, however.

3.3 Cost Model of the WON

Several recurring and nonrecurring costs would be associated with the implemen-
tation of a WON. Components, including couplers, connectors, optical fibers, and
other devices, would be a significant source of costs. Perhaps the greatest costs,
however, would come from the actual construction of the WON. An operating
enterprise would have to acquire or lease space for the great length of optical-fiber
cables that make up the WON. Besides the capital cost of the optical-fiber cables,
associated devices, and attached stations, there is a substantial cost to install this
equipment. Given this great length of optical fiber in the WON, it is most natural
to view its physical plant as essentially runs of cable. The overall cost of the WON
could then be modeled as a function of the length of optical-fiber cable in the
WON. We shall therefore assume that the cost of the WON is a linear function of

the total length of optical fiber in the network.

Perhaps more restrictive than the linear cost model is the assumption that
the length of optical fiber from one point to another is modeled by the Euclidean
distance metric. Since we are not designing MANs in a desert, the assumption
that optical fiber may be installed in straight lines is often invalidated by the fact
that the existing infrastructure can cause optical fiber to be laid in zig-zags. One
alternative, should this assumption prove untenable, would be to use other dis-

tance metrics, such as Manhattan or rectilinear distance, which might prove to
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be a more realistic model of how optical fiber is installed in an urban environ-
ment; the adaptation of our techniques to other well-defined distance metrics is

straightforward.

It is worthwhile noting that the fidelity of the cost model is not necessarily the
most important issue here. When we are comparing costs of extremely different
topological classes, there is the danger that the model will yield costs that are not
really comparable. However, the most promising topological classes for the WON,
viz., the star and tree topologies, are very similar in their physical characteristics,
so the use of the linear cost model will accurately rank these different physical
topologies, assuming that they have been similarly implemented. We also note that
within a given topological class, the specific costs of two different configurations
of the same network will be used primarily for the purposes of comparing which

configuration is more cost effective.

3.4 A Framework for WON Design

Our main objective in this section is to describe the WON design process as a
decomposition of key problems in the design of the WON, with emphasis on how

these problems interrelate.

In designing the WON to serve a specific metropolitan area, the network ar-
chitect is immediately faced with a number of important design decisions to be
made. First, the architect must choose a cable-plant design that permits reliable
signaling between every transmitter—receiver pair in the WON. Engineering of the
cable plant requires the selection of optical components to be used, e.g., optical

fiber, couplers, connectors, transmitters, receivers, optical switches, etc. These



components all possess characteristic losses that attenuate the lightwave signal,
and therefore such losses must be kept at a minimum if adequate signal quality is
to be maintained. Second, given the stations’ locations and the general cable-plant
design, where shall elements of the WON be physically located? Given the expense
of installing and maintaining cable in an urban environment, it is reasonable to
assume that the physical placement of the optical fiber and components of the
WON must be chosen in order to achieve maximum cost savings. The third major
design decision facing the network architect is how to assign stations to channels,
given a specific physical topology and traffic matrix. A fourth decision requires
the determination of a routing scheme that promotes a high level of performance

and a low probability of congestion.

Ideally, it should be possible to solve the entire design problem in an integrated
fashion, perhaps by jointly choosing the cable plant, physical topology, and virtual
topology to minimize the cost of the WON subject to the constraint that packet
delay shall not exceed a maximum acceptable threshold.! Since a combinatorial
optimization of this scale appears impractical, we choose instead to decompose the
problem into the three following subproblems, which are naturally derived from

the overall design problem:

o The Cable-Plant Design Problem (CPDP). Given the station locations and
available components, select the cable plant that provides an acceptable

power margin for all transmitter—receiver pairs.

e The Physical-Topology Design Problem (PTDP). Given the constraints im-

posed by the cable-plant design, minimize the cost of the WON (as reflected

IThis delay constraint encompasses the requirement that adequate signal quality be main-
tained, since lost or erroneous packets must be retransmitted, thereby driving up packet delay.



by the total length of optical fiber) by selecting the optimal physical deploy-

ment of optical fiber and components.

o The Virtual-Topology Design Problem (VTDP). Given the traffic matrix and
the interstation separation distances dictated by the physical topology, min-

imize the mean packet delay by selecting the optimal virtual topology.

o The Routing and Congestion-Control Problem (RCCP). Determine a routing
procedure that reduces the likelihood of congestion for specific physical and

virtual topologies.

This solution approach, although it results in suboptimal designs, is quite reason-
able, since the network architect’s primary concerns are to make possible reliable
signaling, to produce a cost-effective design, to construct a network that meets
a given performance goal, and to develop a routing protocol that best adapts to

dynamic fluctuations in the network, roughly in that order of precedence.

3.4.1 Cable-Plant Design

Since many aspects of the CPDP have been treated in detail by other authors
[Bak86, Pal88], we will not say very much about it here. We do mention that
cable-plant engineering is typically performed in a “cookbook” fashion in which
a design is proposed, and the intrinsic losses of all components are tallied and
checked against the transmitter-to-receiver power budget. There are numerous
possibilities for the design of a WON's cable plant, and the design alternatives
are limited solely by the inventiveness and experience of the cable-plant designer.
Our approach to cable-plant design is somewhat less sophisticated—instead we

suppose that the cable plant could be chosen cookbook-style from one of the com-



mon topological classes shown in Figure 4.2. These topological classes have been
extensively discussed in the literature as to their suitability for use in optical fiber

MANs [NTM85, GF88, BCF89}. That the cable plant will in fact accommodate the
given transmitter-to-receiver power budget can be checked by totaling the worst-
case power margin that results from attenuation in the optical fiber, coupling loss,
connector loss, splice loss, transmitter power, and then by accounting for receiver
sensitivity and dynamic range. If the power margin is inadequate, another cable-

plant design must be considered.

3.4.2 Physical-Topology Design

The physical topology of the WON includes stationary equipment that can not be
moved and nonstationary equipment that could be located in a number of different
locations. Seeing that there are many different potential locations for a piece of
equipment, the network designer would prefer to place the equipment in that spot
that yields the highest benefit, if such a spot exists. The nonstationary category
includes devices such as couplers and the headend, which can in principle be placed
anywhere, while the stationary categbry is comprised principally of stations, which
must be collocated near their attached users. We generally assume that once a
location has been chosen for a piece of nonstationary equipment, that piece will

remain there for the duration of its lifetime.

The PTDP involves determining the optimum placement of the WON’s nonsta-
tionary equipment, given the locations of its stationary equipment. The criterion
of optimality is cost, which we consider to be a function of the length of optical
fiber in the WON. The statement of the PTDP presupposes the selection of the

WON’s basic cable plant, i.e., its basic topology. This basic topology is usually a



star or tree, but it can be any topology that meets the WON'’s requirements, such
as optical power or reliability. Once the network designer has committed to the
use of a specific topology (or a small set of candidate topologies), the next logical

step is the determination of the optimum geographical placement of devices.

Finding the optimum geographical placement of the WON's nonstationary
equipment is an optimization problem related to other well-known mathematical
programming problems. The PDTP corresponding to the star topology demands
the placement of the central coupler in such a way that the radial arms end up
as short as possible. Applied to the tree topology with N = 2" stations at its
leaves, the PTDP consists of jointly locating the WON’s 2™ — 1 couplers so that
the resulting tree is of minimum length. The star variant of the PTDP has a long
tradition, having been previously studied by the mathematicians Fermat, Torri-
celli, and Steiner in earlier centuries. In this century the tree variant, which is a
generalization of the original problem, has been studied in the context of locating
economic facilities among centers of demand. We can informally state the PTDP
in a quasimathematical format. We assume that the network designer has identi-
fied a promising topological class, so that the connectivity between couplers and
stations is defined (though not the location of the couplers). The problem then

becomes one of finding locations for the couplers that minimize the WON's cost:

Given: Station-Coupler Connectivity

Station Locations
Objective: Minimize Total Length of Optical Fiber
Design Variables: Coupler Locations

Constraints: None

This problem is a continuous optimization problem that is amenable to solution
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by appropriate optimization techniques. Our goal is to develop and demonstrate
implementable algorithms to solve the above problem in an acceptable amount of

time.

In Chapter 4 we shall study the PTDP in greater detail.

3.4.3 Virtual-Topology Design

Given the network designer’s powerful control over the definition of the WON’s
virtual topology, it is natural to attempt to exercise that control to full advantage.
We have already noted the effect that the choice of virtual topology has on the
performance of the WON. Certainly, it is obvious that the choice of an ill-conceived
virtual topology could lead to disaster, e.g., were the virtual topology not to provide
adequate connectivity by partitioning stations into disjoint groups. The structured
virtual topologies, such as ShuffieNet or the de Bruijn digraph, appear to facilitate
good performance in certain circumstances (e.g., uniform traffic), but it may be
possible to improve upon these virtual topologies, especially when the network

environment is modified (e.g., nonuniform traffic matrix).

The VIDP is the problem of identifying a virtual topology that optimizes a
specific performance measure. Obviously, the VTDP depends on input param-
eters such as the traffic matrix and the distance matrix. The problem of find-
ing small-diameter graphs, which is related to the VTDP, has been pursued by
graph theorists and mathematicians, but in a much more abstract sense than we
are advocating—the search for such graphs is one of analysis and elegant proofs,
whereas ours relies much more on brute-force optimization. After all, the goal is

to design high-performance networks.

Integrating what has been said, we can state the VIDP in a quasimathematical



format. Basically, we seek to minimize the packet delay by choosing the right

virtual topology for the given network conditions:

Given: Distance Matrix
Traffic Matrix
Objective: Minimize Mean Packet Delay
Design Variables: Virtual Topology
Traflic Flows
Constraints: Flow Conservation

Station Connectivity

The VTDP, as we shall see in Chapter 5, is a challenging combinatorial op-
timization problem which is unlikely to have an efficient solution procedure. We
therefore focus our efforts on finding algorithms that yield reasonably good solu-

tions in an acceptable amount of time.

3.4.4 Routing and Congestion Control

To control the cost of the WON, we might wish to reduce the number of packet
buffers in the station. It is thus possible that arriving packets might overflow the
station’s buffers during peak traffic intervals. Furthermore, the routes of packets
can—if not intelligently chosen—cause congestion at various points in the WON.
The effects of congestion, whether manifested as packet loss or excessive delay, are
very deleterious to the performance of the WON. The throughput of the WON
in periods of congestion could drop to levels well below the maximum achievable

throughput, and delay could exceed the acceptable limit.

Although congestion usually results from excessive demands on a system re-



source, e.g., a high arrival rate, the failure of a resource can also cause congestion.
Link or station failure in the WON can either cause a high probability of packet
loss or an increase in delay. Because the wavelength-agile WON has the capability
- of altering its virtual topology, the loss of a resource will not be such a critical con-

cern. We therefore concentrate on congestion caused by unexpected fluctuations

in the workload.

Since there are several ways to route packets in the WON, the choice of a spe-
cific routing protocol should be aimed at achieving well-defined goals. To be sure,
one of these goals is realizability in the WON, which is a nontrivial challenge when
one considers the need to switch packets at hypothetical link speeds of 1 Gbps—
this immediately rules out many adaptive routing techniques based on extensive
routing tables, since updating and lookup are typically performed in software. To
guarantee fast packet switching, one would most likely use a routing algorithm that
can be implemented in hardware. Another goal is performance, i.e., to achieve low
delay and high maximum throughput with the chosen routing algorithm. Such
routing algorithms often rely on the avoidance of congestion by forcing a packet to
take an alternate path when the original path is congested. Deflection and detour
routing, which were mentioned in Chapter 2, are simple multipath-routing algo-
rithms that implement congestion avoidance. These will be analyzed in Chapter 6,
where we shall also study the problem of finding the optimal virtual topology to

use with such a routing procedure.

3.5 Interplay Among the Design Problems

As we remarked earlier, the cable-plant design, physical-topology design, virtual-

topology design, and routing problems could in principle all be solved as one huge
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monolithic problem were we not constrained by limits on our computational re-
sources. Therefore, we are forced to decompose the monolithic problem into indi-
vidual subproblems, which results in suboptimal designs. This is because decisions
made at one point can affect those made at a later point, e.g., the choice a partic-
ular physical topology has an impact on the virtual topology, because its design

uses the distance matrix as an input.

Also, the criteria for optimization differ from problem to problem. The PTDP’s
objective of minimizing cost can clash with the VTDP’s objective of minimizing
delay. For example, the star topology, with its direct cabling from station to
headend, will produce smaller propagation delays than the tree topology, with its
oblique cabling; but the PTDP will—if based completely on the cost criterion—

favor the selection of the tree, much to the detriment of the WON’s performance.

Another area in which a previous design decision could have a profound impact
on subsequent decisions is in routing and congestion control. When using routing
techniques such as detour routing, which diverts packets away from a congested
port via a fixed alternate path, the choice of virtual topology determines whether
or not alternate paths will be good, i.e., short. Therefore, a virtual topology that
was chosen to minimize mean packet delay might not facilitate good flow control,

because it was not optimized to offer good alternate paths.

An underlying difficulty is the problem of optimizing multiple objective func-
tions. Cost and performance, for instance, are not orthogonal, and we can not
necessarily expect to optimize one parameter without affecting the other. It is
also difficult to perform mixed or multiple-objective optimization, because there
is little basis for comparing different metrics. For example, it is not obvious how

much performance one is willing to trade off against a unit of cost.



For these reasons it is necessary to be aware of how the solutions of the indi-
vidual problems affect each other. We will attempt to gauge the effects of problem
interplay at various points in the sequel. Specifically, in Chapter 5 we will report
the results of a case study of physical- and virtual-topology design, with the intent
of characterizing the degree of coupling between these two forms of topological

design.

3.6 Summary

This chapter presents a queueing-network-based model of the WON that can be
used to predict the mean packet delay in the WON. It also presents a simple
cost-model that estimates the costs of installing and operating a WON, based on
the total length of fiber in the WON. We apply these models to formulate specific
problems in the design of the WON, including the cable-plant design problem, the
physical-topology design problem, the virtual-topology design problem, and the

routing and congestion-control problem.
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Chapter 4

The Physical-Topology Design
Problem

In this chapter we address the problem of selecting a physical topology for the
WON. Since the cost of constructing and maintaining the physical topology is
probably the single item of highest cost in the WON, it is extremely important
that its design be executed with care and with the aim to keep its cost as low as

possible.

We review the classes of physical topologies to be considered, mathematically
formulate the PTDP, propose a solution procedure for the PTDP, and apply this

procedure to solve specific instances of the PTDP.

4.1 Physical Topologies for the WON

As we have mentioned in Chapter 3, there are several different physical topologies

that could serve as the infrastructure for signal distribution in the WON. Be-



sides the star, tree, and bus topologies originally advocated by Acampora and his
colleagues [Aca87, AKH87, AK89| for use in the WON, a novel type of ring topol-
ogy has also been studied for the WON [Kar88]. Furthermore, we are interested
in employing Tree-Net [GF88], which differs in key areas from the tree topology

proposed by Acampora, as a physical topology for the WON.

Some physical topologies are better suited than others for use in the WON.
The bus, in particular, can be excluded from serious consideration for all but the
smallest of WONs. This is because the worst-case power loss in a bus additively
includes the insertion losses of all bus taps, and thus the power budget must
increase linearly with the number of taps, which in practice limits the maximum
number of attached stations to less than 100. The star topology based upon the
reflective or transmissive passive star coupler has the capacity for a much larger
station population. The reflective or transmissive star coupler, upon which the
star is based, is a passive optical device with N inputs and N outputs. The loss
in the star coupler ascribable to power splitting is —10log(1/N), which implies
that N can attain reasonably high values without violating the power budget.
Tree-Net, too, can accommodate a reasonably large station population. We have
seen in Chapter 2 that several configurations of Tree-Net (with varying degrees of
clustering at the leaf nodes) maximize the station population relative to a given
power budget. The ring topology [Kar88|, which addressed the special concern of
using multiple optical fibers when only a few WDM channels can be multiplexed
onto a single optical fiber, will not be considered here. In summary, the physical
topology can radically limit the station population of the WON, and the classes
of topologies to be considered as design candidates should be selected with the

ultimate station population and transceiver capabilities in mind.



The physical topology chosen for the WON impinges upon other design issues
as well. Besides cost, which we soon discuss in detail, issues such as reliability and
security surface in the choice of a physical topology. If tolerance of the failure of
an optical fiber is a primary objective, then the star permits continuous operation
with a minimal disruption of service, with the tree and bus faring somewhat worse.
If other failure modes, such as coupler failure or headend failure, are anticipated.
then all physical topologies are susceptible to degraded or interrupted service, and
special measures should be taken to enable these devices to recover from such
failures. One facet of security is the capability for groups of users to operate
their own private subnetworks. A properly configured virtual topology in essence
allows the establishment of such private subnetworks, but true physical separation
of distinct subnetworks is more difficult to achieve. A desirable goal would be
to partition the WON into several private subnetworks so that physical (not just
virtual) access can be denied to members outside the prescribed group. Such
physical separation can be achieved with all the topologies discussed—e.g., by
providing separate cable plants for each subnetwork, perhaps with secure gateways
between them—but the costs of this solution differ depending on the basic topology.
Figure 4.1 gives a rough idea of how a two-group WON would be constructed using
the three basic physical topologies. It is the star that appears to offer the most
flexibility, as subnetworks can be redefined by merely altering connections at the
headend, whereas a redefinition in the bus or the tree might require installing

substantial runs of new optical fiber.

A reasonable approach to topological design in the WON would be to first iden-
tifv promising topological classes, e.g.. the tree or star, given the overall require-
ments for the cable plant, e.g., power budget, station population, and reliability.

and then to optimize the candidate physical topologies from the viewpoint of cost.
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Bus Physical Topology

Subnet A - Subnet B

Star Physical Topology

Subnet A

Figure 4.1: Providing Security in WONs with Different Physical Topologies.
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In the sequel we restrict our consideration to star and tree topologies. The four
topological classes that we examine are shown in Figure 4.2 and include the basic

star and variants of Tree-Net with three degrees of clustering.

4.2 Problem Description and Formulation

Strictly speaking, the design of the WON’s physical topology should embrace every
aspect of its cable plant. This would include the exact specification of optical fibers
to be used and their precise geographical layout; the determination of all coupler,
tap, and connecter characteristics; and the type of regenerating headend to be used.
We could go one step further, expecting to tabulate completely all component and
installation costs, even to the extent of identifying the manufacturer of each piece
of equipment. By necessity, we must go to a level of abstraction that simplifies the
problem by eliminating nonessential details. Our version of the PTDP seeks to
minimize the relative (rather than the absolute) cost of the WON by identifying
the lowest-cost locations for major pieces of equipment used to implement a specific

topological class.

To illustrate, given that the chosen “shape” of the WON’s physical topology
matches the tree shown in Figure 2.8 of Chapter 2, what positioning of its couplers
would result in the shortest length of optical fiber? The answer is not obvious and

could require a considerable amount of computation to obtain.

In formulating the PTDP we restrict ourselves to WONs that employ one of
the topologies shown in Figure 4.2. This assumption is justified primarily on the
basis of experience with optical topologies: of the bus, star, and variants of the

tree topologies, only the star and trees have proven feasible from the point of view
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Star Topology Tree Topology

2-Clustered Tree Topology 4-Clustered Tree Topology

Figure 4.2: Four Topological Classes for the WON.
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of satisfactory signal quality in networks of medium-to-large size [GF88]. The
problem of which of the four topological classes of Figure 4.2 to choose as the
basis for solving the PTDP is more problematic. Such a choice may be based
upon additional criteria such as reliability requirements (e.g., the failure of a cable
segment in the tree can isolate a large collection of stations from the remainder of
the network). For the purposes of comparison we might evaluate all of the four
topological classes. Thus the PTDP becomes a problem of finding locations for
the couplers of the tree (the triangles of Figures 2.8 and 4.2), with the objective of
minimizing the length of optical fiber (the solid lines of Figure 2.8 and 4.2) used

in the WON.

The difficulty of finding a faithful cost metric i1s common to almost all cost-
minimization problems, and the PTDP is no exception. In the formulation of the
PTDP, we are assuming that the cost of the WON equates to the total length
of optical fiber in the network, which is an acceptable assumption, but can be
misleading in some cases, since it ignores other factors contributing to cost, such
as component costs. Perhaps a more restrictive assumption is that the length of
optical fiber from one point to another is modeled by the Euclidean distance met-
ric, as the assumption that optical fiber may be installed in straight lines is often
invalidated by the fact that optical fiber must be laid to cope with the existing
infrastructure, which can result in nonlinear runs of optical-fiber cable. One al-
ternative, should this assumption prove untenable, would be to use other distance
metrics, such as Manhattan (rectilinear) distance, which might prove to be a more
realistic model of how optical fiber is installed in an urban environment; the adap-
tation of our techniques to other well-defined distance metrics is straightforward.
Despite these concerns, we will nonetheless retain the Euclidean distance metric

to model the length of optical fiber between two points.



In its purest mathematical form the PTDP is an unconstrained optimization
problem in which, given the locations of a set of points (stations) in the plane, the
objective is to choose another set of points (couplers) so that the (not necessarily
* binary) spanning tree for these sets of points has minimal length. This problem,
which is known as the geometric Steiner tree problem [Win87), is NP-hard in the
strong sense [GJ79, page 209] and therefore essentially intractable. The geomet-
ric Steiner tree problem makes no restrictions on the degree of the tree’s nodes,
whereas couplers always correspond to nodes of degree three (input, favored, and
tap ports). Furthermore, in the design of an actual WON, we must consider the
(power, reliability, and security) constraints on the cable plant, as previously dis-
cussed, and we thus restrict the statement of the PTDP so that the objective is to
find the optimal positioning of couplers, given OMT of the topological classes shown

in Figure 4.2,

Considering the difficultly of solving the geometric Steiner tree problem, we
find it necessary to first establish the basic physical topology and then to optimize
the locations of its nonstationary devices. In the star topology this is trivial, as
the topology is established simply by running optical fibers from all stations to
the star coupler, which is then positioned to minimize the total length of optical
fiber according to a procedure that we soon discuss. In the tree topologies, on
the other hand, to establish a topology requires that we group stations together
in order to run their optical fibers to a common coupler. This grouping should
be done with care, because the final cost of the network strongly depends on
the specific grouping, even after optimization. For instance, if we were to group
stations at opposite ends of the plane, then the topology—although technically a
tree—would appear more like a star. Thus we should attempt to group stations in

close proximity to each other so that we can then run a small length of separate
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optical fibers to their common coupler; from the coupler to the headend they
would then share a common optical fiber. This aspect of the problem is called the
station—coupler clustering problem and relies on heuristic clustering algorithms.
Obviously, if we are to use a tree with higher degrees of clustering at the leaves,
then the clustering algorithm must group together stations that will reside at the
leaves. The clustering proceeds hierarchically, since couplers also must be grouped

together at shallower levels of the tree.

After we choose the desired topological class and heuristically group stations
into clusters, we attempt to position the couplers so that the total length of optical
fiber is minimized. This aspect of the problem, which we refer to as the coupler
location problem, can be seen to be a special case of the multifacility location
problem [Mie38, Rad88]. As in Figure 2.8, we can view the physical topology
of the WON as a tree whose M nodes are partitioned into coupler and station
nodes. If we let the vectors Vi, V3, ..., Vi be the planar coordinates of the
tree’s nonstationary nodes (viz., couplers), and Vary1, Viarsz, ..., Vargn be the
planar coordinates of the tree’s stationary nodes (viz., stations), the PTDP then
becomes a problem of selecting the locations of the coupler nodes so that the total
length of the tree is minimized, i.e.,

M
min f(V,, Va, ..., Vy) = Z Yo V-V (4.1)
i=1 jeC(i)
where ||(z, y)|| £ VZZ ¥ 52 is the Euclidean norm, and C(i) is the set of nodes

that are children of node 2.

Clearly, the only inputs to the PTDP are the locations of the stations to be
connected and the indication of what class of topology is being considered (i.e., the
connectivity between stations and couplers). The principal outputs of the PTDP

are the locations of the couplers, from which can be calculated the WON’s distance
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matrix, whose entries are defined to be the “glass” distances that the lightwave
signal must travel to get from one station to another. The distance matrix is then

used as an input to the VIDP, which we will discuss in Chapter 5.

4.3 Solution Approach

When we start with a star or tree topology, there are two tasks involved with
completely specifying its physical topology: connecting the stations and couplers,!
and locating the couplers in the plane. As mentioned earlier, the first task is
called the station—coupler location problem, and the second task is called the
coupler location problem. The first task is performed by means of a clustering
algorithm and the second by means of a location algorithm. Also, as in most
optimization algorithms, the initialization of the algorithm is an important factor
in the algorithm’s subsequent performance. We next discuss the clustering and

location algorithms, and the initialization of the location algorithm.

4.3.1 The Clustering Algorithm

The clustering algorithm is responsible for creating the tree that makes up the
WON’s physical topology. If we define an abstract distance metric on a test space,
then cluster analysis attempts to aggregate data points of the test space into a
collection of clusters so that the distance between any two points in the cluster is
less than the distance between any point in the cluster and any point in another
cluster [JD88]. In the station—coupler clustering problem, the test space is the

set of all station locations, and the distance metric corresponds to the Euclidean

1This procedure is trivial in the star since all its stations are connected to a single coupler.
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distance between pairs of stations. The clustering proceeds hierarchically, reflecting

the tree-like structure of the WON’s physical topology.

Suppose that we wish to construct a k-clustered tree physical topology for N
stations. We start off with [V disjoint sets {or clusters) Xy, X5, ..., Kx, each con-
sisting of a single station location. At the next level of the hierarchy, the clustering
algorithm iteratively refines the initial clustering into sets Ky, Ky2, ..., Kin,,
each containing no more than k station locations; this clustering corresponds to
the clustering of stations at the leaf nodes of the physical topology. At the next
level the refinement results in the partition Ky, Koo, ..., Kon,, where each Ky, is
the disjoint union of no more than two of the Xy;. The refinement continues until
a single cluster remains: Kp;, where L is the number of levels in the tree. The end
product of this process—often termed a dendrogram in the literature—is depicted
in Figure 4.3. Notice that after the first two passes of clustering, each cluster has
a unique coupler associated with it, e.g., the top-level coupler with K3, and the

next-level coupler with X4,.

A simple algorithm that comes immediately to mind is a greedy algorithm that
scans the proximity matrix (ite., the matrix of straight-line distances between all
pairs of stations) and successively chooses the minimum entry, clusters the points
corresponding to the entry, and deletes the row and column of the entry. Although
this algorithm, which we show in Figure 4.4, effectively clusters the closest stations,
it has a tendency to leave isolated “islands” that must be clustered at the end of
the algorithm’s execution. Unfortunately, these “islands” can be separated by
substantial distances; therefore, the algorithm will often have a few clusters that
consist of widely separated stations. The existence of widely separated station

clusters is highly undesirable from the point of view of designing the physical
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Figure 4.3: The Hierarchical Clustering of Stations and Couplers.



1. Initialization. Assign S = {1, 2, ..., N}.

o

Minimum Distance Search. Assign T' = {¢, j | VkeS VieS
distance(z, 7) < distance(k, [)}.

3. Cluster Formation. Assign K(z) =T.

4. Termination Test. Assign S = S—T. If set S is empty then halt,
else go to 2.

Figure 4.4: The Greedy Clustering Algorithm.

topology. We therefore choose another approach.

The improved algorithm, which is shown in Figure 4.5, begins at the origin
and scans the plane in a north-easterly direction, which is the basis for using the
lexicographic ordering defined on R? by {z, y) < (w, 2) if and only if either z < w
or z = w and y < z. When it encounters a station, the algorithm searches for its
nearest neighbor. The station and its neighbor are then clustered together, and the
algorithm continues with the scan until no stations are left. Since the algorithm
only clusters pairs of objects, it is necessary to repeat the algorithm if we wish
to create clusters of three or more stations; in this case the algorithm should be

appliéd to existing clusters as well as stations.

We emphasize the importance of the clustering algorithm, noting that the de-
sign of cost-effective physical topologies depends on our ability to cluster neighbor-
ing stations together so that they can share common runs of optical fiber. Since
stations are not clustered in the star topology, the quality of the clustering algo-

rithm’s solutions is mainly an issue in the tree topologies. A poor clustering used
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1. Initialization. Order all points lexicographically and place them
in set 5.

o

Planar Sean. Find point (r, y), the lexicographic minimum of
set S, and place it in cluster K(z, y).

3. Cluster Formation. Find the nearest neighbor of point (z, y) and
place it in cluster K{z, y).

4. Termination Test. Assign § = 5 — K(z, y). If set S is empty
then halt, else go to 2.

Figure 4.5: The Scan-Driven Clustering Algorithm.

with a tree topology can produce a physical topology whose cost approaches that
of the star. For instance, consider a set of stations located on the circumference of
a circle, and suppose that each station is clustered with the station diametrically
opposite it. [n the tree topology every pair of stations would be joined by a coupler
at the center of the circle, which results in a layout of optical fiber that strongly
resembles the star. Obviously, then, a better clustering would be to couple pairs

of adjacent stations.

4.3.2 The Location Algorithm

We first note that in Appendix C we prove that the function f(-) of Equation (4.1)

is convex.? Therefore, any local minimum of f(-) must also be its global minimum

2A function f : R™® — IR is convex if it satisfies Jensen’s inequality, i.e., if W; € R" for

t=1, 2, ..., m, then
m M
f (mei) <Y af(W)
i=1 =1
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{RV73, page 123]. So, once we identify a local minimum of f(-), we will have solved
the problem of finding the minimum-cost solution to the PTDP. To find a local
minimum we attempt to solve the system of nonlinear equations that results from

setting the gradient of the objective function equal to the zero vector.

For the function f(-) in Equation (4.1), define

T
—Q.L-(Vla V‘Z, ey V‘M)
Vif(Vy, Vo, ., V) 2] %
8_?)%(‘/1) VZ, ey VM)

where V; 2 (Viz, Viy). Computing ihe gradient of f(-) with respect to the coordi-

nates of each coupler node z, we get

vzf(v ’ |4 Tty VM) = =
bne 1V = Vil jgg%.-, IVi- Vil

(4.2)

where node p(i) is the parent of node i. Setting Equation (4.2) equal to 0 to

minimize the function f(-), we obtain

V.. Vv
Vv~ Bseco [V
- 1

V.
VoV ~ Sicc) [V

(4.3)

If we define the vector function F : IR*™ — R*™ by F(Vo, Vi, ..., Vi) =
(Wo, Wi, ..., Wyy) where

V.. \ 4
_ VeV~ Tiecw HV-;V)LL

W,
Vv ~ Ssect TVRV]

then the system of 2M nonlinear equations in Equation (4.3) is equivalent to the

fixed-point equation

F(Vo, Vi, ..o, V) =(Vo, Vi, .., Viu) {1.4)

where0<a;<lfori=1,2 ..., mand ¥ iz, =1



1. Initialization. For ¢ = 1 to M choose an initial value for the

vector V.
2. lteration. For : = 1 to M assign
V i V
_ V70 = B [V ]

v ,,(,}- V]~ Lt Y -V Al

Vi

3. Convergence Test. If 1M, Yiecwm IVi— Vil = |V — V]| meets
the stopping criterion then stop, else for : =1 to M assign V; =
V' and go to 2.

Figure 4.6: The Location Algorithm.

To solve Equation (4.4), we can use the iterative form X*+tV = F(X*)) [Ger78],

which yields the following formulas:

(k) (k)
Yl’m BT~ 25eCh) Y’ ;
oy [VE-VE] T O TRV
V(;f)—VEk) - ZjEC(:') V(lk)_V(]k)
These iterated equations determine a sequence of locations (V%"’, Vgo), e Vgé’,)),

(Vfll), Vgl), ey Vg:,) , ..., with the descent property [Ost77]:
FVERD, v, v < s v v, VD)
The limiting point V7 specifies the optimal location for the coupler node i.
Y i

This iterative procedure, which we depict in Figure 4.6, is essentially the one
originally proposed by Weiszfeld [Wei36] and modified by Miehle [Mie58], who
implemented an analog technique to solve the location problem using devices con-

sisting of weights, strings, and pulleys arranged on a flat surface; and soap films
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between glass plates. It is not known whether this particular descent method
converges to (V], V3, ..., Vi), the minimizer of Equation (4.1); however, it
appears to perform very well in practice.

Recently, Radé [Rad88] has provided a proof of convergence for a descent
method that replaces the simple iterative scheme in Equation (4.5) with a step
that requires the solution of a system of linear equations. We have opted to use

the original procedure, because it is easy to implement and gives good results in

practice.

A motivation for using Radd’s algorithm is that it effectively deals with patho-
logical situations that arise when the algorithm must contend with coincident or
colinear points. When three or more stations are colinearly situated, there is not
always a unique minimizer, since many points on their connecting line segment
can be connected to the stations with the same amount of optical fiber, so we
must check for this condition before proceeding with the coupler location algo-
rithm. Moreover, if two stations share the same location, then it is clear that their
coupler should be collocated with them, but this would cause the expression in
Equation (4.5) to be undefined because of zeros in the denominators. We prag-
matically eliminate such situations by using a modified Euclidean distance metric
that fixes the distance between two points to be a small positive number whenever
the points lie within a small common neighborhood of given radius. In this way the
distance between two points is never equal to 0 (even if the points are collocated),

and the expression in Equation (4.3) never takes on undefined values.



4.3.3 Good Initial Solutions for the Location Algorithm

It is necessary to begin the coupler location algorithm with some initial solution
(V(OO), VSO), . Vf.f})), the choice of which can significantly accelerate or retard
the ultimate discovery of the optimum solution. Drawing from the physics of
many-particle systems, we can define the center of mass of a set of points W =

{W,, Wa, ..., W_}, to be the point located in the midst of these points:

COM(W) £

S|

S W,
=1

Placing a point at the center of mass of collection of points does not necessarily
minimize the distance covered by the radial arms from the center of mass to all

the points of the collection, but it is a reasonable approximation of the optimum

[VR6T).

To start the location algorithm, we must specify initial locations for all couplers
in the WON. This is best performed in conjunction with the clustering algorithm,
since it associates couplers with clusters of stations. The hierarchical clustering
results in a tree whose leaf nodes are stations and whose nonleaf nodes are couplers.
When the hierarchy of clusters has been formed, initial locations are assigned to
the couplers from the headend (root) toward the leaves. Assume that the couplers
are numbered from 1 to M and the stations are numbered from M +1 to M + N.
In correspondence with the numbering of stations and couplers, the stations have
locations V1, Vmezs ---» Varen and the couplers have yet-to-be-determined
locations Vi, V3, ..., V. Let D; be the set of locations of all stations in the

subtree rooted at coupler i. As before, we let p(i) represent the parent of node z.

We begin by assigning the headend coupler a location V') at the center of mass



of all stations:

1 N
Vi=+ Y Vs

1=1

The procedure continues by assigning locations to the couplers of the tree in a
breadth-first manner. At succeeding levels the coupler V', is assigned a location

at the center of mass of its parent coupler and all stations for which it is the root:
V.= COM [D: U {Vps)}]

This tends to bias the location of couplers so that they fall more or less in the
geometric centers of their subtrees. This also ensures that a common run of optical
fiber feeds as deeply into the subtree as possible, which in turn conserves the length
of optical fiber. The procedure is complete when all couplers have been assigned
initial locations. The locations Vy, V4, ..., Vs are then passed to the coupler
location algorithm. Initial locations chosen in this way have proven to be good
estimates of the optimized cost and are sometimes within a few percent of the

optimum.

4.4 Empirical Studies

Having presented the PTDP and algorithms for its solution, we now turn to demon-
strating the techniques on several problem instances. We first present a method
for synthetically generating network geographies, i.e., an embedding of stations in
the plane. We then perform and discuss a number of experiments to compare the

minimized costs of the different topological classes for several different geographies.
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Figure 4.7: A Model for Generating WON Geographies.

4.4.1 The Geography Model

Since we do not have real data describing the geographical distribution of stations,
we first require a method for artificially generating station locations in the plane.
We would like to be able to specify many kinds of network geographies, including
those with homogeneous densities, clumps of high-density clusters, and arbitrary
distributions of interstation distances. To accomplish this we adopt the simple
geography model illustrated in Figure 4.7, which probabilistically assigns locations
to stations in the plane. In Figure 4.7 V and W, are random vectors in R?,
while M is a discrete random variable. We specify a random vector by choosing
from a known probability distribution the vector’s direction 8 and magnitude |V |.
The procedure used is to repeat the following actions until the requisite number

of station locations have been generated:

1. Generate the random vector V.

9. Generate the random number M.
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3. Generate M random vectors Wy, W,, ..., W

4. Assign to the next M stations the locations V4+W,, V+W, ..., V4 Wy,

The random vectors W, are usually small displacements compared to V and serve

only to create a cluster of locations centered about V.

To generate network geographies for our study, we employ a gamut of proba-
bility distributions for use in the geography model. For vector magnitudes we use

the following primitive random variables:

1. Constant (deterministic)

| S]

. Uniform

ol

. Exponential

4. Normal

The vector’s direction # (in radians) is always chosen uniformly on the interval
[0, 27). The random variable M is used to control the degree to which stations are
geographically clustered, i.e., if M = 1 then the stations’ locations are statistically
independent of each other. Using a constant value of 1 for M means that station
locations are unclustered, whereas allowing M to assume values greater than 1|

means that stations can have correlated locations.

Although the geography model is capable of generating a wide variety of net-
work geographies, it is not obvious that they are actually representative of nat-
urally occurring patterns of user locations. The synthetically generated network
geographies are probably more homogeneous than naturally occurring ones. This

is because the geography model treats the plane as a uniform disk, within which
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each random vector V is embedded according to a given probability distribution.
On the other hand, a natural geography, with its variation of terrain and inhabi-
tation, would not—except in rare cases—permit stations to fall just anywhere. In
other words, real cities do not have a uniform pattern of inhabitation—bodies of
water and mountains, around which cities often spring up, break up the patterns

of settlement into a number of blob-like regions.

Our geography model takes much more of a “dart board” approach and thus
simplifies reality somewhat. The model does, however, capture at least one im-
portant characteristic of urbanization, which is the propensity for cities to have
a dense core surrounded by suburbs that are less and less densely populated the

farther out one travels from the center.

It would be possible to generate synthetically network geographies that are
more realistic than those we are now using. For instance, we could use demographic
data for a spectfic city and randomly locate a station in a given neighborhood ac-
cording to its relative population density. Therefore, if we use the population map
of a city as a template for generating potential station locations, then unpopulated
areas would host no stations, and the resulting station locations would be in pro-
portion to the population density and thus fill in the contours of the city. Similar
effect might be achieved with the geography model by later thinning out regions

of the plane or superimposing two or more disks in an overlapping arrangement.

4.4.2 Experiments in Physical-Topology Design

We now discuss a series of experiments aimed at a comparative evaluation of
different optimized physical topologies for the WON. The experiments involve

solving the PTDP for a diverse set of problem instances. We then analyze the
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results of the experiments and draw conclusions.

Unless we state otherwise, the experiments are performed on a 64-station WON.
The physical topology of the WON can be a star, tree, two-clustered tree, or four-
clustered tree, where a k-clustered tree is one in which the leaves are clusters
of k stations, as explained in Section 4.1. We generate six network geographies
by allowing the magnitude of the random vector V' to be chosen from either the
uniform, exponential, or Gaussian probability distribution; the random variable Af
is then chosen either (deterministically) equal to 1 or (nondeterministically} from
a geometric distribution with mean equal to 2. The geography parameter ranges

from 1 to 6 and is interpreted as follows:

geography = 1 : uniform ||V|| and constant M

geography = 2 : exponential || V'|| and constant M

geography = 3 : Gaussian |V|| and constant M

geography = 4 : uniform || V]| and geometric M

geography = 5 : exponential ||V'|| and geometric M

geography = 6 : Gaussian ||V|| and geometric M

The geographies numbered 1-3 are unclustered and those numbered 4-6 are clus-
tered. The mean of |V| is fixed at 50 km; thus, the average distance from a
station to the center of the plane is 50 km. No station is allowed to lie more than
100 km from the center of the plane. This combination of random variables results
in a network geography similar to that indicated by the dots in Figure 4.8, which is

produced by choosing || V| to be uniformly distributed and M = 1. The four topo-
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Figure 4.8: The Physical Topology for a 64-Station Tree.
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logical classes and six network geographies correspond to 24 distinct experiments
in physical-topology design.

Before we study the topological classes of Figure 4.2, we must first check that
we can design a suitable cable plant for each of the topological classes. We assume
that signal loss is 0.2 dB per km of optical fiber, 3 dB per optical tap, 4 dB per
optical coupler, and 18 dB for the 64-port reflective star-coupler. If we amplify the
signal at the headend of the trees, then each class of topology in our experiment
can be shown to have a worst-case transmitter-to-receiver loss of 45 dB or less.
Therefore, these classes are all feasible from the viewpoint of signal quality, and

we next attempt to achieve optimum cost and performance for each.

We must keep in mind that comparing the costs of different topological classes
is not free of pitfalls. Besides the cost associated with optical fiber, each physical
topology uses a different number of couplers. In fact, different physical topologies
may use radically different coupler designs. To illustrate, we see that the four
topological classes in Figure 4.2 use, in addition to differing lengths of optical
fiber, different types and quantities of components in their cable plants. Whereas
the star uses only an N x N star coupler, the trees use three-port (or modified
four-port) couplers, bus taps, and possibly a regenerating headend. Furthermore,
each tree in Figure 4.2 uses a different number of these latter components; i.e.,
the ordinary tree uses 14 couplers and one headend; the two-clustered tree uses 16
taps, six couplers, and one headend; and the four-clustered tree uses 16 taps, two
couplers, and one headend. Obviously, then, the final costs will include not only
the cable-specific costs, but also the costs of each component as well. Therefore,
these costs would have to be considered in the final analysis; their incorporation

into the cost model would be straightforward, given that each component’s cost 1s



Table 4.1: Cost Comparisons of Four Optimized Physical Topologies for the 64-
Station WON.

Network Cost (km)
Geography | Star | Tree_l_?_—Tree ] 4-Tree
1 3373 ] 1966 [ 1526 [ 1227
2 3237 | 2107 1653 1678
3 3208 | 1826 1501 1281
4 3026 { 1367 1157 962
3 3256 | 1702 1457 12138
6 3169 | 1649 | 1205 946

known in advance. If, as we expect, the cost of cable installation and maintenance
dominates the cost of components, then comparing different topological classes on

the basis of cable length is acceptable.

We now solve the PTDP for 24 instances of the WON, corresponding to the
four topological classes and six network geographies. The solution is obtained by
applying the clustering and location algorithms of Figures 4.5 and 4.6, which yield
the optimized costs of the WON for each problem instance, as shown in Table 4.1.
The cost of the WON tends to decrease in the following order: star, tree, two-
clustered tree, four-clustered tree. Taking the star as a point of comparison, we
can reduce the cost of the WON by an average of 39, 52, and 57 percent by using
the tree, two-clustered tree, and four-clustered tree, respectively, with the unclus-
tered network geographies. Similarly, the average cost savings are 50, 60, and
70 percent with the clustered network geographies. The more ramified topologies
obviously benefit from placing adjacent stations on common runs of optical fiber.
The costs of the tree topologies are somewhat higher when the network geography

consists of unclustered rather than clustered stations. It appears that tree topolo-
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gies are able to take advantage of geographical clustering of stations to realize cost
savings by running a shared fiber to a cluster, whereas a run of fiber to unclustered
stations must split and then branch out to the dispersed stations. The cost savings
from choosing the four-clustered tree over the star are notable—up to 70 percent
in our example-~but there remains the question of whether the oblique “glass”
paths characteristic of the four-clustered tree will degrade performance substan-

tially when compared to the direct “glass” paths of the star. We turn to answering

this question in the next chapter.

The cost of the WON's physical topology is clearly affected by the specific
network geography. We see in Table 4.1 that, given a clustered geography, we can
achieve noticeably lower cost than when we are given an unclustered geography,
at least where the tree topologies are concerned. The geographical clustering of
stations in the plane facilitates the formation of compact clusters by the clustering
algorithm. Thus, the closely situated stations in a cluster are able to share a run of
optical fiber over greater distance than if they were widely separated, which brings
down the cost of cabling. We note that the particular probability distribution

chosen for ||V|| does not appear to affect significantly the cost of the WON.

An example of an optimized tree topology for the network geography generated
from a uniformly distributed ||V|| and M = 1, i.e., no clustering, is illustrated in

Figure 4.8

We also optimize the physical topologies for WONS of various sizes and compare
their costs. The network geography is generated from a uniformly distributed || V||
without clustering (i.e., M = 1), and the four topological classes are compared after
optimization. The results, shown in Figure 4.9, for WONs ranging in size from 16

to 128 stations, further support the cost ranking of topological classes seen in the
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Figure 4.9: A Comparison of Costs of Four Physical Topologies.
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previously presented data.

These experiments give an indication of the comparative cost of each of the four
different topological classes after optimization. The experiments strongly support
the use of the clustered tree as a physical topology for the WON, if cost is the
primary concern. But, as we have pointed out earlier, the pursuit of maximum cost
savings must be tempered with considerations of reliability and security. Moreover,
the physical topology influences the level of performance that can be achieved
after the virtual topology is designed, since every physical topology has a different
distance matrix. The former considerations are not easily amenable to quantitative
analysis, but we shall quantitatively address the latter consideration in the next

chapter.

4.5 Summary

This chapter presents a mathematical formulation of the physical-topology de-
sign problem, which seeks to find a minimum-cost topology and placement of
non-stationary equipment in the WON. The physical-topology design problem is
decomposed into the station-coupler clustering problem and the coupler location
problem. We propose a suboptimal algorithm to solve the station-coupler clus-
tering problem and an optimal algorithm to solve the coupler location problem,
and we apply the algorithms to the topological design of several WONs. Of the
four basic topological classes that we consider for the WON, i.e., the star, tree,
two-clustered tree, and four-clustered tree, the costs of the optimized tree topolo-
gies are roughly comparable to each other, but significantly less than the cost of
the star topology. The cost of clustered topologies is seen to be lower than the

cost of unclustered topologies, especially when the network geography is such that
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stations occur in localized clusters.

110



Chapter 5

The Virtual-Topology Design
Problem

Without doubt, the most unique characteristic of the WON is its protean ability to
assume—or even alter—its virtual topology independent of its physical attributes.
The rich assortment of virtual topologies available to the network designer opens
up the possibility of choosing that virtual topology that best satisfies some set
of specific design criteria. In particular, this chapter addresses the problem of
optimizing system performance by selecting a virtual topology that performs best

under the conditions prevailing upon the WON.

We discuss the importance of the WON’s virtual topology in determining sys-
tem performance, explore the mathematical foundations of virtual-topology design,
present a mathematical formulation of the VTDP, propose approaches for the so-
lution of the VTDP, and validate our approaches by obtaining solutions for several

problem instances.
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5.1 Background

5.1.1 Dense Regular Digraphs of Low Degree

The wide interest in designing dense digraphs of low degree stems from the use of
such digraphs in several fields of computer design. The problem can be traced back
to the (p, D)-digraph problem, which requires one to find the largest (in terms of
the number of nodes) digraph in which all nodes have outdegree p or less and no

shortest path from one node to another consists of more than D hops.

It is well known [HS60] that the number of nodes NV in any digraph of maximum

degree p and diameter D satisfies the so-called Moore bound:
(5.1)

The inequality in Equation (5.1) is, in fact, strict when p > 1 and D > 1 [BT80].

In virtual-topology design we are more interested in the dual of the (p, D)-
digraph problem, which is to find the N-node digraph with degree p that has the

smallest diameter D. In this case the analog of Equation (5.1) is [1183]
D> [Iogp[(p - 1N + p]] -1

In fact, the diameter of a digraph is only a crude indicator of its intrinsic value
as a virtual topology for a WON. The diameter merely places a bound on the
maximum number of hops required to get from one node to any other. The mean
internode distance of a digraph would be a more realistic metric for evaluating the
digraph. Under the assumption that traffic is uniform, the following lower bound

on mean internode distance D holds [CCMS73]:

LN =) +p(L+1)-pl*

D>
Dz N =1

(5.2)
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where

L& [logp[(p— DN +1] - 1]

The search for dense digraphs has inspired an informal but wide-ranging com-
petition among graph theorists, mathematicians, and computer scientists, who
seek to outdo each other by constructing graphs that come closer to the Moore
bound than the constructions of the previous record holders. Bermond et al., who
are prominent players in the competition, have periodically published tables of the
known record holders for several values of p and D [BDQ82, BDQ86]. Record-
breaking graphs are constructed by sophisticated mathematical techniques that
rely on such diverse fields as combinatorics, group theory, and projective geom-
etry. These graphs are constructible by following a simple recipe that specifies
the way in which nodes are to be interconnected. As intriguing as the game is,
it has only peripheral applicability to virtual-topology design. Although a small-
diameter digraph, by virtue of its denseness, is also likely to have a small internode
distance, there is no guarantee of this. Also, the graph constructions do not usually
take into account the effects of traffic and distance matrices, i.e., these matrices
are almost always assumed to be uniform. For reasons such as these we choose
to take a more direct approach and explicitly optimize digraphs with respect to

specific parameters and performance measures.

5.1.2 Virtual Topologies for the SCWON

The search for dense regular digraphs centers on digraphs in which all nodes have
the same indegree and outdegree. While such digraphs are adequate to model
the virtual topology of the DCWON, they do not model the virtual topology of

the SCWON very well. In the SCWON an output port of a station can transmit
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to an input port of several stations. Therefore, a proper representation of the
virtual topology of the SCWON consists of a mapping of nodes to channels. One
mathematical structure that can model this is a hypergraph, which is defined
as a collection of hyperedges, each of which is a set of nodes. The hyperedges
correspond to WDM channels, and the nodes on the hyperedge are identified with

stations tuned to the corresponding channel.

Next we characterize the limits of performance possible in the SCWON. We
assume that the WON is subjected to a uniform traffic load of 4. Furthermore, we
assume that channels are all shared by the same number of transmitters and that
load can be perfectly balanced over all the channels. For channel performance we
use the simple threshold model, in which the access delay on a channel is assumed
to be negligible until the load on the channel reaches a threshold value of pmax,
past which point the delay is unbounded. Given that K channels are to be used
in an SCWON of ¥ stations and that each station has p transceivers, it is shown

in Appendix A that the least possible value for the mean number of hops, H, in

the WON is
LN L — (L + Dpd + (pd)-+?

H=§5—7-- (N — 1)(1 — pd)? (5:3)
where
L& [logpd[(pd -DN+1] - 1]
and
a[N-— 1]
d= [ K

This theoretical limit on performance applies when channel overload is avoided,
and so if all channels were perfectly balanced, the following constraint on channel
utilization must be satisfied: YH/K < pmax. In Figure 5.1 we show the best

possible performance that could be achieved using shared channels by plotting
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the least value of Equation (5.3) that can be achieved in the 64-station WON
for a specific value of v. The value of ppa, is held at 80 percent of a channel’s
capacity. The flat dashed curve corresponds to a two-transceivers-per-station WON
in which only dedicated channels are used. The dotted curve represents a two-
transceivers-per-station WON in which shared channels are permitted; a point
on this curve corresponds to the minimum hop-count that might be theoretically
achieved without overloading any of the perfectly balanced channels. The solid
curve is similar to the dotted curve, but it applies to a one-transceiver-per-station
SCWON. It can be seen that the SCWON offers performance that is superior to
the DCWON for up to 78 percent of the highest throughput achievable by the
DCWON.

5.2 Problem Description and Formulation

The VTDP is a combinatorial optimization problem in which the objective is to
assign the WDM channels to stations in order to optimize the virtual topology with
respect to the performance of the WON. Taking mean packet delay, as expressed
by Equation (3.4), to be our primary performance metric, we note that under
normal traffic conditions propagation delay forms the dominant component of the
total delay in a typical WON, and thus the VITDP can be broadly viewed as an
attempt to minimize the average distance traveled by a packet. It is important to
note that this delay is also a function of the WON'’s traffic matrix, which specifies

the rate of the traffic exchanged between any pair of stations.

Assuming that mean packet delay is our principal performance metric, we can
formulate the VT DP as a nonlinear zero—one mathematical program. The decision

variables are comprised of the tuning matrix, (x,;¢), an entry of which specifies
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whether station ¢ transmits to station j over channel k, and the routing matrix
(m Um)) an entry of which specifies the probability that a packet will be routed
from station ¢ to station j, given that the source of the packet is station { and
its destination is station m. Both sets of decision variables (x;;) and {r; Im))
assume discrete values from the set {0,1}. The tuning matrix (k) defines how
stations are assigned to WDM channels and can be interpreted as the WON'’s
virtual topology. By making the routing matrix (rf;m)) take discrete values, we
are stipulating that the network use fixed single-path routing, in which there is
only one path from any source to its destination. Since the routing matrix for
given [ and m must represent a valid path in the WON, we require that there exist

(tm) _ pm) . plm)  _ pm) oy o0y

iy ipig in-1%n Tiam

positive integers iy, t3,..., t, such that =

all other 7r( ™

= 0. The stipulation of single-path routing is not necessary—we
could allow alternate routing and it would not affect the mean propagation delay
because queueing effects are in essence ignored. The basic problem is to arrange
the virtual topology of the network in a such a way that the routing procedures can
deliver packets in the least amount of time. The problem may thus be expressed
as a minimization of the mean packet delay, subject to connectivity and flow-
conservation constraints. Let us define «; = Zf;l 7:; as the rate at which network
traffic is generated by station : and 7; 2 Zf;l v;i as the rate at which network
traffic is consumed by station :. Recall that Equation (3.4) gives an approximate
closed-form expression for the mean packet delay in the dedicated- or shared-
channel WON, assuming that the routing procedure, distance matrix, and traffic

matrix are known; this expression is used as the objective function of the VTDP.

Formally, we propose to minimize the mean packet delay:

NoXi; 8

E[T] = Z >~

1=1 j=1
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In Chapter 3 we have noted that queueing delay in the typical DCWON is
negligible in comparison to propagation delay. By the time queueing delay ap-

proaches the level of propagation delay, there is a high likelihood that one or more



stations of the network will have experienced serious problems with buffer over-
flow (and, consequently, packet loss). However, in the formulation of the VIDP
for the SCWON, the objective function in Equation (5.4) must incorporate the
appropriate state-dependent service rate to account for queueing delay caused by
the station waiting to access its WDM channels. This is because propagation delay
in the SCWON would be minimized by simply placing all stations on one common
channel, which is clearly undesirable. Furthermore, the multiaccess scheme may
be sensitive to factors such as traffic loading or station population on the channel.
We must therefore penalize against this situation by using queueing delay to drive

up the value of the objective function whenever a channel is unfavorably loaded.

There is a large collection of constraints in the VTDP, and we now explain
the significance of each constraint in detail. First note that, in addition to the
primary decision variables «;;; and rf;m), we have introduced secondary decision
variables A;; and A, which represent the traffic flows through stations and chan-
nels, respectively. These traffic flows are related to the routing variables in terms
of the system of linear equations shown in Equations (5.7) and (5.6) and can be
efficiently computed from (v;;), (xijx), and (ng)). Equations {5.5) and (5.6) are
conservation-of-flow conditions, which specify that the traffic flowing into a station
or a channel balances with the traffic flowing out of the station or channel. Equa-
tion (5.7) states that a routing chain contributes flow only to those hops over which
the chain passes, Equation (5.8) permits flow only between stations tuned to the
same WDM channel, and Equation (5.9) guarantees that the routing probabilities
are valid probabilities. Equations (5.11) and (5.12) say that every station is as-
signed to precisely p receive and p transmit channels, while Equation (5.10), which

applies only to the DCWON, says that each channel has exactly one transmitting

and one receiving station. Finally, Equations (3.13)-(5.16) specify the possible
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values over which the primary and secondary decision variables may range.

The zero—one decision variables (ﬂ'ﬁ;m)) specify a single-path route from each
possible source station ¢ to each possible destination station 7. The use of bi-
furcated flows, wherein a packet from a given source to a given destination can
take alternate paths, can reduce the delay below that which can be achieved by
single-path routing. This reduction is realized by diverting some traffic from more-
utilized links to less-utilized links, thereby alleviating some of the queueing delay.
Such a routing scheme, however, is not easily implementable in the WON, where
the need for fast routing favors single-path routing. A preferred solution would
use source routing, in which the source station places the route to be taken by
each packet into its header. Although source routing does not preclude bifurcation
of flows, the bifurcation would certainly not be done on a packet-by-packet basis,
as is usually practiced in multipath routing. Moreover, in contrast to the tradi-
tional networks in which transmission and propagation times are comparable, the
expected improvement in delay from using bifurcated flows will generally be small,
because propagation delay dominates queueing delay by a wide margin. Therefore,
reducing the queueing delay by means of bifurcating flows will usually yield only

marginal improvement.

In the next section we address the issue of how to solve the VTDP defined by

Equations (5.4)-(5.16).

5.3 Solution Approaches

The VTDP, as specified in Equations (5.4)-(5.16), is intuitively a difficult problem

to solve. Although problems related to the VITDP have been investigated, such
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as the task of finding the minimum-diameter regular graph of a given degree and
size [TS79], the approaches used to attack these problems have been based upon
heuristics or ad hoc techniques. For example, the approach used in [TS79], which
was based on local (downhill) search, is not guaranteed to yield a global minimum.
Moreover, these techniques often require extensive computation, which underscores
the need to balance the quality of the solution against the amount of computation
used to obtain this solution. In view of the long history of the (p, D)-digraph
problem (see Section 5.1), which is a special case of the VTDP, it is reasonable to
ask how hard it is to obtain solutions to the VTDP. We note that the VTDP is not
intractable in the technical sense of the word, since we can provide an algorithm
that solves it in time bounded by a polynomial in the problem size; but, as we

shall soon see, it is intractable in practice.

If we pose a restricted version of the VTDP as the problem of finding the
minimum mean internode distance among all N-node, p-regular digraphs, then

the following is a polynomiai-time algorithm for its solution:

1. Generate a new N-node digraph G with maximum outdegree p.

b0

Evaluate the mean internode distance of (7, and if it is the minimum seen so

far then assign Gmin = G.

3. If all N-node digraphs of maximum outdegree p have been examined then

halt, else go to 1.

If we represent a digraph in terms of its NV x N adjacency matrix, then it is easy
to see that there are (’:) distinct combinations of p 1s and N —p 0s in a row of the

matrix for an N-node digraph with maximum outdegree p. There are thus NV (:)
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possible adjacency matrices;!

in other words, there are O(N?*!) such digraphs.
Assuming that the algorithm generates new adjacency matrices (i.e., digraphs) on
a row-by-row basis, we see that the total time to generate the matrices is O( NP+?).
We could use the Floyd-Warshall all-pairs shortest paths algorithm [Flo62, War62]
to evaluate the mean internode distance, which requires running time Q(N?). The
total running time for the algorithm, therefore, is O(N?*+%). Even for a WON of
modest size, say with 100 two-transceiver stations, the algorithm would require on
the order of 10'* basic operations, so that, given a computer that performs ten

million basic operations per second, the running time would be about 116 days!

Therefore, we must consider approximation algorithms to solve realistic instances

of the VTDP.

The shared-channel VTDP, on the other hand, is intractable in the sense of
complexity theory. We prove in Appendix D that the shared-channel VTDP is
NP-complete, which suggests strongly that it probably can not be solved by a

polynomial-time algorithm.

The solution method that we apply to the VIDP depends on whether or not
we permit the use of shared channels in the WON being designed. We apply in
the case of the DCWON the simulated annealing algorithm and in the case of the
SCWON the genetic algorithm. Both algorithms are nondeterministic and find
optima only in the ergodic sense: given enough running time, both algorithms
yield the optimum solution of a well-behaved problem with probability 1. These
algorithms can be computationally intensive but generally require far less running
time than exhaustive search. To speed up the execution of the algorithms, they

have been implemented as parallel programs suitable for execution on the Sequent

IThese adjacency matrices represent digraphs with maximum outdegree p, but there is no
limit on the indegree of a node. If the indegree is bounded, then the enumeration step must be
modified to check that the generated digraph satisfies the constraint on maximum indegree.
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Symmetry, a shared-memory multiprocessor.

The use of different algorithms for the dedicated- and shared-channel VIDPs
is necessary because of their radically different problem structures—the formula-
tion of the dedicated-channel VTDP is in terms of p-regular digraphs, while the

formulation of the shared-channel VTDP is in terms of hypergraphs.?

Moreover, the cost functions, although both possessing the form of Equa-
tion {3.4), behave in fundamentally dissimilar ways, because the tendency to reduce
hop count by assigning all stations to one common channel must be counterbal-
anced against the possibility of overloading such a channel in the SCWON.

We first discuss the dedicated-channel VTDP and then the shared-channel
VTDP.

5.3.1 The Dedicated-Channel VTDP

We now address the problem of finding the virtual topology for a DCWON that
provides the minimum average packet delay from source to destination, given the
network’s distance and traffic matrices. To solve the dedicated-channel VIDP, we

apply the simulated annealing algorithm [KGV83|, which is shown in Figure 5.2.

The simulated annealing algorithm draws heavily from the concepts of statis-
tical mechanics and seeks to cast combinatorial optimization problems in terms of
the physical process of cooling a substance from its liquid to its solid form (viz.,
annealing). To continue the analogy, combinatorial optimization is seen as being
similar to physical annealing by virtue of the fact that both processes evolve toward

a ground—or minimum-cost—state. In the simulated annealing algorithm for the

2A hypergraph is a collection hyperedges. each of which consists of a set of nodes. This
generalizes the notion of a graph, in which an edge is a set of exactly two nodes.



| ]

Initialization. Select an initial temperature 7' and an initial state

S.

Epoch Initiation. Start a new “epoch”.

Perturbation. Randomly choose a neighbor state 5’ of S. Assign
A = cost(§’) — cost(S).

Acceptance/Rejection. Assign § = S’ with probability
min(e™4/7T, 1),

Temperature Reduction. If the “epoch” has expired then assign
T =rT, else go to 3.

Convergence Test. If the state is “frozen” then halt, else go to 2.

Figure 5.2: The Simulated Annealing Algorithm.




Figure 5.3: The Branch-Exchange Operation on Digraphs.

VTDP, a state corresponds a digraph, so that finding a “frozen” (or minimum-

energy) state corresponds to finding a least-cost interconnection graph.

Given that a state corresponds to a p-regular digraph, we choose to perturb it
by means of the branch-exchange operation in which a new graph is produced by
swapping the targets of two arcs, as shown in Figure 5.3. The branch-exchange op-
eration is attractive because a branch exchange applied to a regular graph produces
another regular graph. The program loop in steps 2-5 of Figure 5.2 constitute what
is known as the Metropolis algorithm {MRR*53]. Steps 3 and 4 of the Metropo-
lis algorithm can be viewed as a Monte Carlo simulation of the Markov process
formed by memoryless transitions® from one state to the next. The “epoch” con-
tinues until the Markov process reaches a stage of equilibrium; thus each “epoch”

must continue for a sufficient amount of time for equilibrium to occur.

3A memoryless transition is influenced only by the current state of the process and is inde-
pendent of the process’s history.



The stopping criterion requires that the optimization not continue for more
than a specified number of “epochs” without an improvement in cost; when this
criterion is satisfied, it is deemed that further improvement is unlikely, and hence
the state is declared “frozen”. By the time the algorithm has reached this point, few

moves are being accepted, and the Metropolis algorithm is essentially performing

local or downhill search.

The calculation of the cost function, since it involves finding all shortest paths
in the graph being evaluated, is computationally expensive. Given that simulated
annealing attempts to find a global minimum by traversing promising regions of
the entire search space, we decided to try to speed up the optimization as much
as possible. The simulated annealing algorithm was therefore implemented on a
Sequent Symmetry parallel processor. The parallelization was accomplished using
the Parallel Programming Library provided with the Symmetry’s DYNIX operat-
ing system. The Parallel Programming Library is a collection of procedures that
implement basic parallel programming primitives such as shared locks, synchroniz-
ing barriers, and process management, and that can be invoked from a C-language
program [Bab88]. Instead of choosing to parallelize the basic annealing loop, as in
[CRSV86, DKNB8T], we parallelized the computation of all shortest paths in the cost
function by assigning to different processors the computation of all shortest paths
from different source nodes. In other words, the only point at which parallelism is
exploited in the simulated annealing algorithm of Figure 5.2 is in computing the

function cost(S’) in step 3.

Traffic between a particular source—destination pair is routed on a single short-
est path without regard for balancing traffic flow along channels. This is known

to be nonoptimal, but the need for fast packet switching and routing in the WON
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suggests that a simple, single-path routing procedure (possibly source routing) be
used. Also, recalling that queueing delay contributes only nominally to packet
delay, we expect that the extent to which mean packet delay can be reduced by

diverting traffic flow is very small, except when traffic load is extremely high.

5.3.2 The Shared-Channel VTDP

In Chapter 2 we alluded to the use of channel sharing for improving the perfor-
mance of the WON. On a shared channel a given station can transmit to more
stations than it could on a dedicated channel, and this increased fanout opens up
the possibility of defining denser interconnection graphs. As the extreme case we
point out that assigning all stations to one channel would allow any packet to get
to its destination in one hop. These considerations motivate us to study how much

improvement can be expected when channel sharing is used in the WON.

The shared-channel VIDP, which seeks to find the virtual topology that per-
mits minimum packet delay in the SCWON, differs from the dedicated-channel
VTDP in both its formulation and solution. As discussed earlier, we can not ig-
nore the queueing component‘of packet delay in the SCWON unless the WON is
lightly loaded. Indeed, ignoring the queueing component would imply that the so-
lution of the VIDP in the SCWON is best accomplished by collecting all stations
on one channel, a solution that is in general unacceptable because of its tendency
to saturate the single channel. We must therefore account for queueing delay by
means of penalty functions or constraints in the formulation of the VTDP. For
example, we could introduce the constraint that no channel should host more than
a fixed, small number of stations. We have chosen to use the penalty-function

approach: we explicitly use channel-access delay as our penalty function.



1. Initialization. Randomly select a population of M graphs and
evaluate cost{G)),...,cost{Gp).

to

Selection. Randomly select a subpopulation of K low-cost graphs.

3. Crossover/Mutation. Randomly “mate” pairs of the low-cost sub-
population to produce K /2 new offspring graphs; allow mutation.
Evaluate the cost of each offspring.

4. Ranking. Include the offspring graphs into the population and
“kill off” K /2 highest-cost graphs.

5. Convergence Test. If the stopping condition is satisfied then halt,
else go to 2.

Figure 5.4: The Genetic Algorithm.

Our experience in solving the dedicated-channel VIDP with the simulated
annealing algorithm motivated us consider alternative algorithms for solving the
shared-channel VIDP. A major drawback of simulated annealing is the amount
of running time that it requires, and this situation is further exacerbated by the
fact that the evaluation of our chosen cost function also requires considerable com-
putation time. Furthermore, using a new algorithm allows us the opportunity to
compare the solution quality and execution time of different algorithms, which is
especially irnporf_a.nt since the simulated annealing algorithm requires long running
times on problems of large size. The genetic algorithm is an alternative to the sim-
ulated annealing algorithm that has achieved good results in solving combinatorial
optimization problems. To solve the VTDP in the SCWON, we employed the ge-

netic algorithm shown in Figure 5.4. We have also adapted the simulated annealing
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algorithm, so that it could be applied to solving the shared-channel VIDP. Since
the branch-exchange operation produces only regular digraphs, it is not appro-
priate for generating digraphs that correspond to SCWOQONs, and our adaptation
consisted of generating new shared-channel virtual topologies by the simple redi-
rection of a single arc. Simulated annealing with arc redirection performs well
and yields significant improvement in WON performance, but its running time is
considerably greater than that of the genetic algorithm. We therefore decided to

use the genetic algorithm exclusively for the solution of the shared-channel VIDP.

Given that the simulated annealing and genetic algorithms yield comparable
results when applied to the shared-channel VTDP, why do we use the simulated an-
nealing algorithm at all, as we do on the dedicated-channel VITDP? The crossover
mechanism in step 3 of Figure 5.4 requires that we generate new digraphs from ex-
isting ones. As we shall soon see, there are very natural ways to effect crossover in
digraphs that correspond to SCWONs. With DCWON, i.e., regular digraphs, the
situation is different; despite our best efforts, we are unable to discover a crossover
mechanism that yields regular digraphs. All the crossover mechanisms that we
have considered have a fair likelihood of generating digraphs in which at least one
node has either too many or too few incoming or outgoing arcs. Thus, we are
forced to use the simulated annealing algorithm on the dedicated-channel VTDP

until a crossover and mutation mechanism that preserves digraph regularity can

be identified.

In applying the genetic algorithm to the shared-channel VTDP, we have used
two different crossover and mutation mechanisms. We began by using a “graph-
splicing” mechanism that “mates” two graphs by taking a subset of nodes from one

parent graph and the complementary subset from the other parent graph and plac-
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ing both sets of nodes and their arcs together to construct a new “pseudograph”.
The pseudograph, which could contain dangling arcs, is then transformed into an
offspring graph by a heuristic that connects dangling arcs to nodes without incom-
ing arcs; random mutation consisting of the merging or splitting of channels could
also be applied to the offspring graph. This graph-splicing crossover and mutation
mechanism, while performing well on the lightly loaded SCWON, is ineftective
when higher traffic loads are encountered. We therefore applied a second “graph-
overlaying” crossover and mutation mechanism that produces offspring graphs by
taking the first parent graph and adding to it all arcs of the second parent graph, as
shown in Figure 5.5. Since this overlaying produces a graph in which nodes appear
to have twice as many “transmitters” as possible, half the outgoing arcs at each
node must be pruned. The pruning is based on a breadth-first search of the graph,
which builds a tree of all shortest paths from a randomly chosen root node to every
other node in the graph. Arcs are chosen to produce the “bushiest” tree possible
so that mean path length would be kept short. We allow random mutation in a
manner identical to the graph splicing case. The results for higher loads gotten by
the graph-overlaying mechanism are substantially better than those gotten by the
graph-splicing mechanism.

The genetic algorithm was parallelized—again, using the DYNIX Parallel Pro-
gramming Library—in a very natural way by allowing different processors inde-
pendently to manage the crossover and mutation of pairs of graphs. The running
times of the genetic algorithm are considerably shorter than those of the simulated
annealing algorithm. The genetic algorithm also seems to find low-cost graphs
easily and consistently, though the quality of the solutions is typically not as good

as those found by simulated annealing.
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Figure 5.5: The Graph-Overlaying Operation Applied to Two Digraphs.
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5.4 Empirical Studies

Next we explore the VIDP for both the DCWON and the SCWON. First we
describe the technique used to generate instances of the VIDP. Having done

that, we report on specific experiments in the design of the virtual topology of the

DCWON and SCWON.

Throughout our experiments we compare the performance of the optimized
WON against that of ShuffleNet. Our selection of ShuffleNet’s virtual topology as
the baseline for comparison is based not upon any desire to discredit ShuffleNet—
indeed, ShuffleNet performs very well in the case of uniform traffic—but rather
upon the fact that it is well established and is to date probably the best-studied
virtual topology. Furthermore, we point out that the regularly structured virtual
topologies, such as ShuffleNet and the de Bruijn graph, are often used as starting
solutions for our optimization algorithms, which almost certainly ensures that the

optimization produces an improvement.

Recalling the formulation of the VIDP in Equations (5.4)-(5.16), we see that
the solution of the VIDP is influenced by the parameters of the problem, speci-
fically the traffic and distance matrices (7;;) and (§;;). In what follows we treat
these parameters as random variables that can change from network to network.
For any set of experiments we choose different values for the entries of a matrix
by selecting the values from a specified probability distribution. To illustrate,
when we choose the interstation distances §;; from a deterministic distribution
with mean 100 km, we are using a model in which all stations are equidistant
from the headend. Likewise, we can independently choose each value of §;; from
the uniform distribution with mean 100 km, which results in stations that are

scattered over a disk of diameter 200 km, and the typical station is located 50 km



from the headend. We assume that stations are scattered over the plane and that
the length of optical fiber between station 7 and station j is given by §;;. In the
following experiments the values of §;; are chosen by first scattering the stations of
the WON over the plane so that their mean distance from the headend is 50 km;
thus the mean distance between any pair of stations is 100 km, since a lightwave
signal must travel from the first station to the headend and from there to the
second station. We call the amount of variability in the distribution of interstation
distance scatter; a scatter of 0 corresponds to a WON with equidistant stations,

and higher scatter values imply that the stations are scattered more randomly over

the plane.

Generating a distance matrix from a specified scatter is equivalent to gener-
ating the physical topology of the WON synthetically. Instead of going through
the process of generating a network geography and designing an optimal physical
topology, we go directly to the distance matrix, which represents a hypothetical
physical topology.

We treat the traffic matrix similarly to the distance matrix: we fix the overall
mean amount of traffic exchanged between pairs of stations, but vary the amount
exchanged between specific pairs of stations according to a given probability dis-
tribution. The variability of traffic is referred to as skew, and a skew value of 0
corresponds to a uniform traffic matrix in which all stations exchange the same
amount of traffic. The higher the value of skew, the less uniform the traffic pattern

1s.

We perform the experiments to be described in the sequel assuming a mean
packet length of 1000 bits and 1-Gbps channel speeds. For the sake of tractability

we assume that packet interarrival times and packet sizes are exponentially dis-
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tributed; this assumption allows us to apply the formula for mean packet delay

given in Equation (3.4).

5.4.1 An Example of Virtual-Topology Design in the DC-
WON

The experiments to be described in this subsection are aimed at determining the
degree to which we can optimize the performance of the DOWON using the tech-
nique of simulated annealing. We are also concerned with comparing how a reg-
ularly structured interconnection graph, such as ShuffleNet, performs against an
interconnection graph explicitly optimized for the given traffic matrix and station
geography.

In executing the simulated annealing algorithm, several parameters must be
specified, including the initial temperature, annealing schedule, etc. In these ex-
periments we use the following parameter settings, which have been conservatively
chosen to produce a very careful annealing that has good chance of locating the
global optimum. We start the annealing at a temperature of 100 “degrees”, and,
since the cost function takes on values in the millisecond range, we normalize the
cost function so that the uphill acceptance probability (i.e., e=*/T in step 4 of Fig-
ure 5.2) starts off close to 1. In optimizing a DCWON of N stations, each epoch is
continued until 8N moves have been examined or 5N moves have been accepted,
whichever occurs first. The temperature is reduced by five percent from one epoch
to the next. If there is no improvement in the cost function for five consecutive
epochs, then the simulated annealing algorithm is terminated. Even after relaxing
these parameter settings, we can still obtain good results from the simulated an-

nealing algorithm. Rapid quenching, in which the temperature is reduced rapidly,
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can sometimes yield good results in much less time than careful annealing.

The cost function represents one of the problem-specific components of the
simulated annealing algorithm. We equate cost with the mean packet delay of a
specific network. The mean packet delay is computed for each virtual topologv.
traffic matrix, and distance matrix by means of Equation (3.4), which requires the
calculation of the shortest-distance path from each source to each destination. The
traffic matrix is chosen to provide a modest loading, so queueing delay is always
negligible compared to propagation delay. During computation of the shortest-
distance paths, we make no attempt to find alternate shortest-distance paths.
However, the choice of alternate paths would not improve the cost by much, because
the only savings that they could produce is in the area of queueing delay, which
is already low. Furthermore, the branch-exchange operation used to generate new
virtual topologies causes the routing procedure to examine new paths, because it
gradually replaces old links with new ones. Therefore, old shortest-distance paths

may no longer be valid in the new virtual topology, so that the algorithm has to

find new ones.

For each value of N we allow five values for the skew ranging from 0 (uniform
traffic) to 10 (highly asymmetric traffic). Specifically, the different values of skew

correspond to the following methods for generating the traffic matrix:

e skew = 0: uniform traffic matrix

e skew = 1: traffic matrix entries chosen from a uniform probability distribu-

tion

e skew = 2: traffic matrix entries chosen from an exponential probability dis-

tribution



e skew = 3: traffic matrix entries chosen from a Bernoulli probability distri-

bution with low variance

¢ skew = 10: traffic matrix entries chosen from a Bernoulli probability distri-

bution with high variance

We also allow four values for the scatter parameter ranging from 0 (all stations
equidistant from the headend) to 3 (two-thirds of the stations clustered near the
headend). Specifically, the different values of scatter correspond to the following

methods for generating the distance matrix:

e scatter = 0: uniform distance matrix

e scatter = 1: distance matrix entries chosen from a uniform probability dis-

tribution

¢ scatter = 2: distance matrix entries chosen from an exponential probability

distribution

¢ scatter = 3: distance matrix entries chosen from a Bernoulli probability

distribution with low variance

Throughout the set of experiments the traffic and distance matrices are randomly
chosen in such a way as to keep the mean headend-to-station radius and the offered
load fixed; the mean headend-to-station radius is held at 50 km, and the offered
load ranges from about 50 Mbps for the eight-station DCWON to about 8 Gbps
for the 64-station DCWON. The results are shown for DCWONSs of 8, 24, and
64 stations in Tables 5.1, 5.2, and 5.3. This data shows that by selecting a new
virtual topology for the WON we are able to improve its performance in all cases

tested. The improvement over the ShuffleNet interconnection graph, which is used

136



Table 5.1: Comparison of Delays in the 8-Station DCWON.

Delay (ms)

skew | scatter intiall best | gain

0.996 | 0943 | 5%
0.910 | 0.834| 8%
0.758 10687 | 9%
0.858 | 0.596 | 31 %
1.007 | 0.863 | 14 %
0.560 | 0.475 {15 %
1.224 | 1.035 | 15 %
1.328 [ 0.816 | 39 %
0.974 | 0.778 | 20 %
0.587 | 0.508 { 14 %
1.015 | 0.856 | 16 %
1.004 | 0.657 { 35 %
0.840 | 0.685 | 19 %
0.583 | 0.488 | 16 %
0.862 | 0.647 | 25 %
0.771 {1 0.490 | 36 %
1.159 | 0497 | 57 %
0.743 | 0.526 | 29 %
0.886 | 0.368 | 539 %
0.781 | 0.265 | 66 %
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Table 5.2: Comparison of Delays in the 24-Station DCWON.

Delay (ms)
N | skew | scatter intia.l| best I gain

24 0 011.630{1.552| 5%
24 0 1]11471{1.235|16%
24 0 211344 | 1.013 {25 %
24 0 31 1.179 | 0.571 | 52 %
24 1 0|1.614|1.484| 8%
24 i 1115321318 |14 %
24 1 2| 1.054 | 0.807 | 23 %
24 1 310.558 | 0.436 | 22 %
24 2 01.6651.396 |16 %
24 2 1]1.576 | 1.223122%
24 2 2| 1.067|0.778 | 27T %
24 2 310,576 | 0.443 | 23 %
24 3 0171811279 |26 %
24 3 1]1.62511.126 |31 %
24 3 211.086 | 0745 |31 %
24 3 310580 | 0.446 | 24 %
24 10 0 1.741 | 0.845 | 51 %
24 10 1]1.602|0.837 |48 %
24 10 2 1.112 | 0.404 | 47 %
24 10 30584040730 %

13>



Table 5.3: Comparison of Delays in the 64-Station DCWON.

Delay (ms)
N | skew | scatter | intial l best | gain
64| 0 0[2317T[2191] 5%
64 0 112087 |1.671120%
64 0 211551107531 %
64 0 310.869 | 0.550 | 37 %
64 1 02318]2169) 6%
64 1 1122141579129 %
64 1 2| 1.456 (0912 {37 %
64 1 3108140531 35%
64 2 02324]2.083]|10%
64 2 112228 ]1.563|30%
64 2 211.43510.882139%
64 2 310770 | 0.501 | 35 %
64 3 0123182031 |12%
64 3 1122161553 [30%
64 3 2| 1.43910.862 | 40 %
64 3 310771 (0.499 | 35 %
64 10 02364170128 %
64 10 112234132741 %
64 10 2| 1.465{0.762 | 48 %
64 10 310773 0.485 [ 37 %
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to initiate the optimization, ranges from as little as 5 percent to as much as 77
percent, depending on the specific problem parameters, and on average there is a
27-percent improvement in propagation delay. We can observe that the simulated
annealing algorithm does not produce much of a gain in performance when skew
and scatter are low. The small 3-percent improvement over ShuffleNet in the case
of the DCWON with uniform traffic (skew = 0) and stations that are equidistant
from the headend (scatter = 0) suggests that ShuffleNet performs quite well in
such a case—this is, in fact, the case for which ShuffleNet was explicitly designed.
As we increase the skew and scatter, however, ShuffleNet performance becomes
less attractive, and the effectiveness of optimization, as evidenced in the dramatic

improvement afforded by the simulated annealing algorithm, becomes significant,.

The explanation for the dramatic improvement in propagation delay when the
scatter is increased lies in the fact that a greater proportion of the WON's sta-
tions are situated close to the headend. The virtual topology chosen by the simu-
lated annealing algorithm provides shortest-distance paths that are not necessarily
minimum-hop paths: a packet traveling from its source to its destination will take
shortcuts created by the presence of intermediate stations near the headend. The
packet may use a number of the centrally located stations, but the overall dis-
tance (and therefore time) covered will be small. Thus, the WON effectively takes
advantage of shortcuts created by stations near the headend, instead of using a
smaller number of intermediate hops that could take the packet over a longer dis-
tance. In fact, this behavior is confirmed by examining the traffic flows produced
during the calculation of the cost function in the simulated annealing algorithm,
which reveals a heavier-than-normal loading of the shorter links between centrally
located stations. This creates a kind of distributed switching center that consists

of centrally located stations and their abbreviated hop distances. This form of
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distributed cut-through permits us to achieve better delay characteristics when a
higher proportion of stations is situated close to the headend. It is even possi-
ble to add “dummy” stations near the headend for the purpose of promoting the

incidence of distributed cut-through.

The next set of experiments examines the effects of optimization on both de-
lay and throughput. Recalling that the ratio of carried load to offered load is
equal to the mean number of hops in a network [Kle76], we hypothesize that by
minimizing the weighted mean number of hops in the WON, we will also tend to
increase the maximum throughput achievable by the WON. As in the previous set
of experiments, we use the simulated annealing algorithm to minimize the number
of hops traveled by a typical packet, without regard for the distance covered in a
single hop. Such a procedure will result in decreased propagation delay, but the
improvement is not as impressive as in the previous set of experiments, where min-
imizing the actual time delay was the prime objective. Thus, we do not vary the
scatter parameter, since interstation distance would not affect the mean number
of hops in the WON. The experiments are performed on WONs with 8, 24, 64,
and 160 stations, and we examine five skew values ranging from 0 to 10, as in the
previous experiments. To determine the maximum throughput that a particular
network would support, we “pump up” the initial traffic load by a scaling factor
and observe when the network reaches saturation, which is defined to be when the
average buffer occupancy in some station exceeds a specified threshold—at this
point the WON would be dropping too many packets. From each optimization run

we are able to collect the following four items of information:

1. Mean packet delay for the initial ShuffleNet interconnection graph

2. Mean packet delay for the resulting optimized interconnection graph
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Table 5.4: Joint Improvement of Delay and Throughput in the DCWON.

Delay (ms) Throughput {Gbps)

N | skew | intial | best 1 gain | intial | best | gain
8 010996 | 0943 | 5% | 5.10( 7.00| 37%

8 1[1.007]0863|14%| 381| 644 69%

8 20097410778 1 20% | 3.53| 6.38] 81 %

8 310840 |0.685|19% | 465] 622 34 %

8 101 1.159 | 0497 | 57 % | 1.90| 560195 %
24 1.630 | 1.552 | 5% | 824(1255| 52 %
24 1116141484 8% | 7.42|1281} 73 %
24 2116651396 |16 % | 7.09]1232| 74 %
24 3117181279126 % | 6.13]10.82| 77 %
24| 1011.741 | 0.845 |51 % | 6.13|11.04 | 80 %
64 07231712191 5% | 12102137 T7%
64 11231812169 | 6% |10.89|22.18 | 104 %
64 212324)2083|10% [11.69]23.79| 104 %
64 31231812031 |12% |11.69121.37| 83 %
64 10]2.364 | 1.701 | 28 % | 10.08 { 16.93 | 68 %
160 0130352852 6% |17.81|45.79| 157 %
160 113.037 12832 7% |17.81{43.25]|143 %
160 213032|2803| 7% [17.81{43.25]| 143 %
160 33031 (2757 | 9% |17.81 14579157 %
160 101 3.022 | 2.553 | 15 % | 15.26 | 40.70 | 166 %

3. Maximum throughput for the initial ShuffleNet interconnection graph

4. Maximum throughput for the resulting optimized interconnection graph

The results of the experiment are shown in Table 5.4. Besides the improvement in
delay that we saw in the previous set of experiments, we note that we can achieve
an average mmprovement in throughput of 99 percent. We can also observe an
interesting phenomenon in the data of Table 5.4: a small improvement in propa-

gation delay yields a large improvement in the maximum sustainable throughput



of the DCWON. This observation reinforces the need for optimization, since it not
only gives better delay performance but makes for a WON that will carry heavier

traffic loads.

It is interesting to note the different trends in Table 5.4. Most notably, we
observe that the delay tends to increase as the skew increases in the initial (Shuf-
fleNet) virtual topology. In the optimized virtual topologies, on the other hand, the
delay decreases as the skew increases. Since higher skew implies greater variabil-
ity in the traffic matrix’s entries, the optimized virtual topology can achieve low
delay by establishing a direct connection between pairs of stations with high traf-
fic requirements. As an extreme example, a DCWON in which only two stations
exchange traffic would achieve minimum delay by providing a direct connection
between those two stations. We also observe that the trend in both ShuffieNet
and optimized virtual topologies is for the maximum throughput to decrease as
the skew increases. This tendency comes from the imbalance in trafic on WDM
channels when skewed traffic is offered to the DCWON. Since the amount of traf-
fic on a WDM channel is the sum of some subset of the traffic matrix’s entries,
greater variance in in each entry (each of which is chosen independently of the
others) manifests itself as greater variance in the amount of traffic flow on each
WDM channel. The amount of traffic flow on the maximally loaded channel will
be highest when the variance in flow is greatest. Thus, saturation occurs earliest

when traffic is unbalanced.

In Figures 5.6-5.10 we display the information of Table 5.4 more graphically.
These five plots display for different skew values (i.e., 0-3, 10) the moderate-traffic
delay versus the number of stations in the network. One curve is for the optimized

DCWON and the other for ShuffleNet. The plots illustrate the extent to which
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optimization can improve performance in the DCWON. The delay curve of the
optimized DCWON lies well below that of ShuffleNet in every plot. In addition,
we can see that the degree of improvement produced by optimization increases

steadily as the traffic becomes more skewed.

If we study Tables 5.1-5.4 we observe that, for a fixed scatter, increasing the
skew does not radically degrade performance in ShuffieNet. This finding corrob-
orates the analysis of [EM88] which, using several mathematical models of traffic
skew, concluded that the throughput of ShuffleNet does not degrade by more than

about 50 percent when the assumption of uniform traffic is relaxed.

Finally, we show in Figure 5.11 a comparison of the mean packet delays in
ShuffleNet and an optimized DCWON as the traffic load is scaled up. This plot
more vividly illustrates the message of Table 5.4 by showing the mean packet delay
as a function of traffic load. We see the usual domination of propagation delay
until a critical load is reached, at which point the network saturates rapidly. The
delay of the optimized DCWON is everywhere less than that of ShuffleNet, and its

maximum throughput is nearly twice as great.

It is difficult to determine whether the solutions found by simulated annealing
are optimal. The quality of solutions, however, appears to be high, in that we
always see measurable improvements over and above starting solutions which ul-
timat-ely appear to be good, and in cases where there is a known lower bound on
the optimal solution, we come within a few percent of the bound. For example, in
Figure 5.12 we compare the delays of DCWONSs optimized by simulated annealing
against a lower bound on the propagation delay for the DCWON with uniform
distance and traffic matrices. The plot is for networks ranging in size from eight to

196 stations. This lower bound is computed from Equation (A.6) of Appendix A.
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where it is formally derived, and it represents the best possible value to which we
could ever aspire (although it is not necessarily realizable). It is encouraging to
note that the optimized value never exceeds the lower bound by more than six

percent.

5.4.2 An Example of Virtual-Topology Design in the SC-
WON

In Chapter 2 we alluded to the use of channel sharing for improving the perfor-
mance of the WON. On a shared channel a given station can transmit to more
stations than it could on a dedicated channel, and this increased fanout admits
the possibility of defining denser interconnection graphs. As the extreme case, we
point out that assigning all stations to one channel would allow any packet to
get to its destination in one hop. However, there would be other sources of delay,
including the time spent waiting to access the shared channel. These considera-

tions motivate us to study how much improvement can be expected when channel

sharing is used in the WON.

The shared-channel VTDP, which seeks to find the virtual topology that per-
mits minimum packet delay in the SCWON, differs from the dedicated-channel
VTDP in both its formulation and solution. As already discussed, we can not
ignore the queueing component of packet delay in the SCWON unless the network
is lightly loaded. Indeed, ignoring the queueing component would imply that the
solution of the VIDP in the SCWON is best accomplished by collecting all stations
on one channel. However, this solution is almost always unacceptable, because it
can result in saturation of the channel or excessive access times for each station.

We must therefore account for queueing delay by means of penalty functions or



constraints in the formulation of the VT DP. For example, we could introduce the
constraint that no WDM channel should host more than a fixed, small number of
stations. We have chosen to use the penalty-function approach: we explicitly use

channel-access delay as our penalty function.

The objective function we use is the formula for mean packet delay given in
Equation (3.4). For this study we assume that shared WDM channels operate
as pure Aloha channels [Abr70], which is not a very efficient access scheme but
is fairly simple to implement. The principal drawback of Aloha is that work is
wasted whenever packet collisions occur, and these can happen frequently if the
channel is even moderately loaded. We would, therefore, prefer to operate the
Aloha channel at a traffic loading that results in a fairly low rate of collisions. A
rate of packet loss of more than, say, 3 percent could adversely affect packet delay
by increasing the rate of retransmission. Using the classical formula § = Ge=*¢
[Abr70, Kle76], which relates channel throughput S to offered traffic load G in
pure Aloha, we find that to keep retransmissions below 3 percent we must have
S > 0.97G. Thus, we must have Ge™2¢ > 0.97G, or G < —(In0.97)/2 =~ 0.02. For
our shared-channel model we therefore use a service-rate function that drops to 0
once a channel shared by two or more stations is more than 2 percent utilized; if the
channel is less than 2 percent utilized, then the service rate is 1. Of course, when
only one station is assigned to the channel, we use the simpler fixed-rate FCFS
model, which, in principle, allows the channel to be perfectly utilized without any

packet loss owing to collisions.

The genetic algorithm must be supplied with a number of parameters, including
population size, mutation rate, etc. In these experiments we maintain a population

of 50 SCWONSs and choose parents of the next generation from the top 20 SCWGONs



by randomly selecting sixteen of them to mate and produce eight new offspring
SCWONSs. These eight offspring SCWONs are added to the population, which is
then purged of the eight highest-cost SCWONs to bring the population size back
down to 50. The purging can include the newly generated offspring SCWONS, if
their cost is high enough to make them vulnerable. This process 1s repeated until
we see no improvement in the lowest-cost SCWON for 50 consecutive generations.
The stopping criterion reflects the judgement that further search would be unlikely
to yield a better solution than has already been found. Mutations, consisting of

the random reassignment of a transmitter or receiver to a channel, are introduced

into about 20 percent of all offspring SCWONs.

To start the genetic algorithm we require an initial population of graphs with
a fair amount of “genetic diversity”. These graphs are mated and pass their char-
acteristics on to their offspring so that characteristics with high survival value
proliferate throughout the population. The initial population is constructed by
taking a small set of regularly structured graphs, such as ShuffleNet, the MSN, the
de Bruijn graph, the Moore graph, etc., and applying random mutation to them.
This produces graphs with a good degree of variation and a fairly high overall

survival value (survival value equates to low cost).

The running times of the genetic algorithm are considerably shorter than those
of the simulated annealing algorithm for problems of equal size. The genetic algo-
rithm also seems to find low-cost graphs easily and consistently, though the quality

of the solutions is typically not as good as those found by simulated annealing.

We show the data from our experiments in Tables 5.5-5.7. The tables, given
for SCWONSs of size 24, 64, and 160, show the mean packet delays for a range of

skew and scatter parameters. Skew and scatter values are chosen exactly as in



Table 5.5: Comparison of Delays in the 24-Station SCWON.

Mean Packet Delay (ms)

Light Load Moderate Load
N | skew | scatter | initial | best | gain [initial [ best | gain
24 0 0 1630[0501169% | 1618|1576 3%
24 0 1§ 1.471 | 0538 | 63 %} 1.535 | 1.456 | 5%
24 0 2] 1.344 | 0452 | 66 % | 1.01911.002| 2%
24 0 31 1.1790.453 {62 % | 0.632|0.514 | 19 %
24 1 0| 1.614]0.522|68% | 1.611 1539 3%
24 1 1] 153210554 |64 % | 15491429 8%
24 1 2| 1.054 | 0.516 | 51 % | 1.143 ]0.900 | 21 %
24 1 31 0558 | 0.500 | 11 % | 0.979 | 0.367 | 42 %
24 2 0] 1.665|0.501 {68 % | 1.618 | 1.510] 7%
24 2 1| 1.576 | 0.543 | 64 % | 1.5337 | 1.352 | 12 %
24 2 21 1.067 1 0.539 | 50 % | 1.209 | 0.895 | 26 %
24 2 3| 0576 |0.528| 9% | 1.016 | 0652 |36 %
24 3 0! 1.718 {0515 | 70 % | 1.640|1.452 |11 %
24 3 1l 162505321 67T% | 1.534|1.170 | 24 %
24 3 21 1.086 ] 0.561 [ 48 % | 1.239 | 0.839 | 32 %
24 3 31 0589|0356 | 6% | 1.025| 0613|140 %
24 10 0] 1.741 10.521 | 69 % | 1.504 | 1.169 { 22 %
24 10 1| 1.602}0583 |64 % | 1.601 | 1.157 )28 %
24 10 2| 1.112 10432 [ 61 % | 1.083 | 0.675 |38 %
24 10 3| 0.584 | 0427 |27 % | 0.878[0.474 |46 %




Table 5.6: Comparison of Delays in the 64-Station SCWON.

Mean Packet Delay (ms)

Light Load Moderate Load
N | skew | scatter initia,l[ best [ gain | initial | best Lgain
6] 0 0 2317[0602]74 % | 2388[2236] 6%
64 0 1] 2.08710.527 |75 % | 3.380}3.014 | 11 %
64 0 2| 1.551 | 0.486 | 69 % | 3.267 | 2.922 | 11 %
64 0 3] 0869|0490 | 44 % | 2.680 | 2.330 | 13 %
64 1 0} 2318105375 | 75 % | 2453|2449 | 0%
64 1 11 2214054276 % | 3.481 | 3181 7%
64 1 2| 1.456 | 0.494 | 66 % | 3.624 {3.173 | 12 %
64 1 3] 0.814|0.525 |36 % | 3.212|2.263|30%
64 2 0 2324|0650 | 72% | 2.470 | 2224 | 10 %
64 2 1] 222810534 |70 % | 3.283(3.053] 7%
64 2 2| 1.43510.572 {60 % | 3.533|3.097 |12 %
64 2 31 07701 0.557 | 28 % | 3.280 | 2.486 | 24 %
64 3 0] 2318|0585 |75 % | 2353|2265 4%
64| 3 1] 2.216 { 0.528 | 76 % | 3.225 | 2.854 | 12 %
64 3 2] 1.43910.516 | 64 % | 3.398 1 2.769 | 23 %
64 3 3| 0.771 | 0.559 | 28 % | 3.302 | 2.566 | 22 %
64 10 0| 2.364 | 0578 | 76 % | 2.913 [ 2.655] 9%
64 10 1] 2234 | 0.519 | 77 % | 3.460 | 3.013 |13 %
64 10 21 146510531 | 64 % | 3.57713.084 |14 %
64 10 3| 077310588 |24 % | 3.425|2.185 | 36 %
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Table 5.7: Comparison of Delays in the 160-Station SCWON.

Mean Packet Delay {ms)

Light Load Moderate Load
N | skew | scatter | initial | best [ gain | initial | best | gain
160 0 0] 20041533 |47 % | 2.905]2873] 1%
160 0 1] 262810745 | 72 % | 2630|2261 |14 %
160 0 21 2065|0834 |57% | 2112|1999} 5%
160 0 3| 1.001 | 0.510 | 49 % | 41.254 | 0.676 | 98 %
160 1 0] 2.906 | 1.047 | 64 % | 2.90712.904 | 0%
160 1 1] 23300683 | 71 % | 2.331|2.188| 6%
160 1 2| 2640 | 0673 75% | 2.686]2.535] 6%
160 1 3| 1.61210.742 | 54 % | 2.666 | 1.810 | 32 %
160 2 0{ 2900 | 1.717 |41 % | 2.90112.865| 1%
160 2 1] 2.328|1.955| 16 % | 2.329 | 2288 | 2%
160 2 21 263300659 |75% ] 2683|2631 2%
160 2 3] 1.616 | 0.612 | 62 % | 15.643 | 1.923 | 88 %
160 3 0| 2.985 | 1.466 | 51 % | 2.896 | 2.853 | 1%
160 3 1] 2325|0806 |65% | 232712308 1%
160 3 91 2,640 { 1.477 |44 % | 2687|2510 7%
160 3 31 1.618]0617|62% | 15582 1.777 |89 %
160 ] 10 01 2.888 | 1.909 | 34 % | 2.889|2877| 0%
160 | 10 1| 2.333 0860 | 63% | 2.335(2212| 5%
160 | 10 21 263110957 {64%| 2.684|2222117%
160 10 31 16171062761 % |28.194|2.404 |91 %




the DCWON experiments of Section 5.4.1. In each table we show mean packet
delays for the lightly loaded and the moderately loaded SCWON. In the light-load
scenario there is very little traffic offered to the SCWON, and in the moderate-load
scenario there is just enough traffic to produce queueing delays, but not so much
that congestion is prevalent. Given each network size, we offer a fixed amount of
traffic to the SCWON, regardless of the skew or scatter parameter; for example,
we perform all the experiments with the moderately loaded 160-station SCWON
assuming that approximately 7.6 Gbps are offered to the network. This means that
sometimes a channel of the SCWON will be saturated, depending on the param-
eters of the experiment; for example, four of the entries in Table 5.7 show initial
networks with comparatively high mean packet delays, which essentially means
that the network is congested in those configurations. It can also be seen that we
are able in all cases to eliminate the congestion by optimizing the virtual topology
of the SCWON. We notice also that in all cases the congestion occurs when the
scatter is at its peak value (viz., scatter = 3), which we explain by hypothesiz-
ing that the routing procedure is exploiting distributed cut-through to discover
minimum-distance shortcuts provided by stations located near the headend, and

this overutilizes a few specific channels in the SCWON.

We see in the data of Tables 5.5-5.7 the familiar drop-off in delay as scatter
is increased. As in the DCWON, this is because the larger proportion of stations
located near the headend can be used to provide shortcuts for traffic. Thus, we
see that distributed cut-through can also be used to improve performance in the
SCWON as well as in the DCWON. The genetic algorithm is able to improve
upon the initial interconnection graphs—which either are or are directly derived
from regularly structured graphs such as ShuffleNet and the de Bruijn digraph—

but the results are different depending on the traffic load scenario. The average



improvement in the lightly loaded SCWON is about 61 percent, compared with
a 20-percent average improvement in the moderately loaded SCWON. It would
appear easier to find the optimal virtual topology in the lightly loaded SCWON,
perhaps because the goal of conglomerating as many communicating stations as
possible on a single channel without overloading that channel is comparatively
simple. It is interesting to note that in the moderately loaded SCWON channel
sharing is only sparingly used: as traffic load increases, it becomes infeasible to
share pure Aloha channels because of their sensitivity to load, and thus the op-
timization favors designs with a single transmitter per channel. Thus, the use of
another multiaccess protocol, e.g., a protocol based on time-division multiplexing,
would provide better performance at higher traffic loads. In fact, the experiments
of the next section confirm that we can expect much better optimized performance

when the SCWON uses fixed-assignment TDMA on its shared WDM channels.

5.5 The Impact of Physical-Topology Design on

Virtual-Topology Design

As we have stated earlier, different physical topologies yield different distance
matrices. We have seen in the previous section that the distance matrix exerts a
strong influence on the propagation delay of the WON. Therefore, we expect to
see some differences in WON performance when different physical topologies are
used. We attempt in the next set of experiments to gauge the degree to which the

choice of the physical topology affects the performance of the WON.

The experiments of the previous section used synthetically generated distance

matrices, because this was the only way to make sure that the average “glass”



distance between pairs of stations stayed constant from experiment to experiment.
This was necessary to guarantee a fair comparison. Of course, this masks out the
differences introduced by the physical topology. Also, the distance matrices did not
correspond to actual physical topologies, since they were synthetically generated.
Now, however, we wish to use distance matrices that result from actual physical

topologies.

The following experiments postulate a network geography consisting of station
clusters whose distances from the center of the plane are uniformly distributed
with a mean of 50 km. We assume a WON with 64 stations, 1-Gbps channels,
exponentially distributed packet interarrival times, and exponentially distributed
packet sizes with a mean of 1000 bits. Shared WDM channels are assumed to use
a fixed-assignment TDMA protocol that effectively allows stations to utilize up to
80 percent of the available channel capacity. The traffic matrices are generated
according to the same procedure as in the experiments of the previous section, and

the total offered traffic load was kept at a low-to-moderate level of 4 Gbps.

We optimize the physical topologies of the four topological classes (viz., the
star, tree, two-clustered tree, and four-clustered tree). We then optimize the virtual
topology for each of the four optimized physical topologies and the five skew values
(i.e., 0-3, 10). The results for the DCWON are shown in Table 5.8. The optimized
delay for the star physical topology, averaged over all five skew settings, is 1.351
ms, compared to 1.719 ms for the two-clustered tree (which has the highest overall
delay). Thus, we can expect a decrease in delay of no more than about 21 percent
when the star is used as the physical topologyv. The results for the SCWON, which
are given in Table 5.9, are similar: the overall delay, after optimization of the

WON’s virtual topology, is 1.420 ms for the two-clustered tree, compared to 1.115
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Table 5.8: Performance Comparison of Four DCWONs with Different Physical

Topologies.
Star Tree 2-Tree 4-Tree
Traffic | Delay | Thruput | Delay | Thruput | Delay | Thruput | Delay Thruput
Skew | (ms) | (Gbps) | (ms) | (Gbps) | (ms) _(Gbps) | (ms) | {Gbps)
0 ] 1435 247 | 1.798| 236 | 1.830] 201 | 1.759| 258
1 1.425 24.3 1.774 23.4 1.816 19.5 1.733 25.1
2 1.372 24.1 1.737 22.7 1.771 19.8 1.684 25.8
3 1.357 26.3 1.674 23.6 1.726 21.3 1.669 28.0
10 1.168 19.2 1.458 19.2 1.452 16.8 1.467 22.4

Table 5.9: Performance Comparison of Four SCWONs with Different Physical

Topologies.
Star Tree 2-Tree 4-Tree

Traffic | Delay | Thruput | Delay | Thruput | Delay | Thruput | Delay | Thruput
Skew | (ms) | (Gbps) | (ms) { (Gbps) | (ms) | (Gbps) | (ms) | (Gbps)

0 1.242 5.3 1.234 5.8 1.467 6.3 1.294 4.9

1 1.244 7.0 1.317 5.6 1.675 4.8 1.069 6.2

2 1.048 5.5 1.271 5.0 1.105 5.5 1.271 6.0

3 1.160 5.4 1.149 6.3 1.422. 3.1 1.169 5.8

10 0.880 5.9 1.189 5.2 1.431 6.5 1.242 3.7
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ms for the star, which represents a reduction of about 21 percent.

We also observe an overall decrease in mean packet delay of about 25 percent,
when shared channels are used instead of dedicated channels. However, the max-

imum throughput for a given virtual topology is much less when channel sharing
is used. Thus, if the traffic load were to increase in the SCWON, it might be

necessary to reoptimize its virtual topology.

5.6 Summary

This chapter defines the dedicated- and shared-channel virtual-topology design
problems. We derive lower bounds on the performance that can be achieved for a
given traffic loading. We propose the simulated annealing algorithm and the ge-
netic algorithm to solve the dedicated- and shared-channel virtual-topology design

problems, respectively. We apply the algorithms to a large number of different

problem instances and make the following observations:

¢ We can always find virtual topologies that surpass the performance (both in

delay and throughput) of well-known WONs such as ShuffleNet.

¢ In network geographies with a fair proportion of stations located near the
headend, the optimized virtual topology can achieve lower delays than an
unoptimized virtual topology can achieve. The optimized virtual topology—
taking advantage of the phenomenon of distributed cut-through—is able to

use the centrally located stations as shortcuts that reduce propagation delay.

o There is somewhat of a difference between the delay that can be achieved by

optimizing the virtual topology, given a star physical topology versus a tree



physical topology, but the difference is about 20 percent, which is a small
penalty compared to the cost savings that can be realized by using a tree

rather than a star physical topology.

The optimization algorithms are shown to provide nearly optimal answers.
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Chapter 6

The Routing and

Congestion-Control Problem

Up to this point we have been concerned with problems that arise early in the
design process, viz., physical- and virtual-topology design. We now turn our at-
tention to problems that arise during the actual operation of the WON (but can
often be anticipated early in the design process). We describe in this chapter a

specific routing protocol for the WON and analyze its performance.

We note that this chapter is concerned only with dedicated-channel networks,

unless otherwise indicated.

6.1 The Routing and Congestion-Control Prob-

lem

The Routing and Congestion-Control Problem (RCCP) is to find a routing pro-

cedure that delivers packets with a minimum delay and reduces the likelihood of
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congestion in the WON. The function of the routing protocol is to select the
best path to the destination, and the function of the congestion-control protocol
is to determine when to discard traffic—either at the entrance to or within the
network—in order to relieve congestion [Ger81]. If we agree on a definition of
what is meant by “best” (e.g., minimum delay) then the routing protocol can be
seen as providing the best collection of paths between source-destination pairs.
Occasionally, traffic demands exceed the capacity of the network, which necessi-
tates the invocation of congestion-control procedures to reduce the traffic load to
an acceptable level. Generally, the reduction of traffic is best applied at the en-
trance to the network, but sometimes it might be necessary to discard traffic after

it has been admitted to the network.

Congestion occurs whenever the demand on a resource exceeds its capacity.

These situations arise in basically two ways:

e fluctuations in dermnand

o fluctuations in capacity

While demand fluctuates because users make unpredictable requests for service,
capacity fluctuates because resources fail. In either case we are concerned with
increases in demand or reductions in service. An increase in demand is reflected in
an abrupt change in the system’s traffic requirements, e.g., the occurrence of traffic
hotspots or sudden growth in the amount of traffic offered to the network. A reduc-
tion in service generally can be traced to the disappearance of a system resource,
e.g., the failure of a switch or link. Although the problem of congestion after the
depletion of resources is indeed an important one, we will consider only congestion

caused by fluctuations in demand. This is because the depletion of resources in
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the WON, is, after all, an exceptional event, and—we believe—can almost always
be handled by the reconfiguration of the virtual topology after the failure has been
detected. At any rate, the study of strategies for rapid reconfiguration in the face

of failures is a topic for future consideration (see Chapter 7).

If the routes taken by packets do not change with time, the routing algorithm
is sald to be static (or quasistatic, if the time between changes is long). If net-
work conditions are not expected to change rapidly, then a static (or quasistatic)
algorithm, in which the fixed set of routes is periodically recomputed, may be
sufficient. If, on the other hand, network conditions are expected to behave more
dynamically, then an adaeptive routing procedure, in which the set of routes changes
continually, might provide better performance. Static routing algorithms that use
only one path between a source and destination are called single-path, while those

that use several paths simultaneously are called multipath.

We have generally assumed that each station of the WON has ample packet
buffers for a range of traffic loadings, e.g., the queueing-network model is based
on unlimited waiting room for customers. In the infinite-buffer WON congestion
control is not such a critical issue, since the consequences of congestion are usually
limited to a temporary increase in delay. We note, though, that end-to-end flow
control is still quite important because the source and destination could be speed-
mismatched. However, the cost-effective station employs as few packet buffers as
are necessary to achieve the desired level of performance. Therefore, there is a
possibility that an arriving packet could find all buffers at its intended output port
occupied. In this case congestion-control mechanisms should be invoked, i.e., the
packet should be dropped or sent out through an alternate port. If congestion

occurs frequently, then dropping packets is not a very palatable alternative.
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There are strong interactions between routing and congestion-control protocols
in the WON. There is also a strong need to keep the protocols relatively simple
and streamlined in order to dovetail with the high-speed character of transmissions
in the WON. In the WON mechanisms for routing and congestion control should
ideally be implemented in hardware so that these functions are performed in real
time at rates comparable to the link speed. The use of source routing, in which the
source specifies in the header of each packet the complete list of station addresses
via which the packet will travel to its destination, is attractive from the viewpoint
of performance. Upon arrival at a station the packet’s header is quickly analyzed
and switched to the output port that goes to the packet's next hop. We note that
each hop of the route can be efficiently coded by means of a few bits, because
all that is necessary is to specify the output port at each station (at least when
dedicated channels are used). This places the burden of route finding on the source
station but obviates the need for a complex routing scheme in which the outgoing
port is determined by lookup in a routing table. Implementation of table lookup
in software would be extremely expensive in terms of performance. Although
table lookup could be implemented in hardware, this might still not afford the
low-latency switching that source routing does. Another, more important, reason
for source routing, however, stems from its role in congestion control. When a
packet arrives to a station and finds its preferred output port congested {which
could mean that the number of packets vying for the port is above a predetermined
threshold), then the packet can be given an alternate route by the station. One
way to accomplish such alternate routing is for the station physically to insert a
new sublist of station addresses into the packet header and place the packet on
an alternate output port. If the alternate output port is less congested (i.e., fewer

packets are queued there), then this procedure would reduce network congestion.
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In this way routing and congestion control are naturally integrated in the WON.
In the scheme described above a packet is diverted away from the point of
congestion by inserting an alternate route in the packet’s header. It is not desirable
to insert the entire rerouting information into the packet’s header, as this would
place an unreasonable processing burden on the station. The station would have to
retrieve from storage or compute on the fly the alternate path to any other station.
As we shall see in the next section, the station can reroute the packet to what would
have been its next station via the alternate path. Since there is only one shortest
path on which the packet can travel to get back to its former next station, it is easy
to prestore and retrieve this alternate route in the station. Therefore, alternate-
route selection can be done on the fly and with only a small amount of overhead

to store the few alternate paths needed to get to the neighboring stations.

As the WON is intended to support the transport of both datagram (connec-
tionless) and virtual-circuit (connection-oriented) traffic, it is necessary for the
routing and congestion-control protocols to accommodate both. Recall that an
important property of the virtual circuit is to preserve the order of transmission.
If packets on the virtual circuit are adaptively rerouted, then there is no guarantee
that they will arrive in order. Of course, we could rely on upper-layer protocols
to sequence the packets properly, but this is not a preferred solution (nor is it,
in most cases, feasible) for real-time virtual-circuit traffic such as streams of voice
or videow It might, therefore, be desirable to award virtual-circuit packets higher
priority than datagram packets, so that the high-priority packet is granted the
primary route and the low-priority packet is sent on the alternate route in the
case of contention for a congested output port. This solution, of course, works

only if datagram traffic is a significant percentage of the total traffic volume, since
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Figure 6.1: The Two-Dimensional Toroidal Virtual Topology.

frequent conflicts between datagram and high-priority packets could be resolved
without misordering the high-priority packets. In addition, if high-priority packets
conflict with each other, then one of them would have to be rerouted, which could

result in a misordering.

The problem of routing and congestion control in specific instances of the WON
has been studied by other researchers. The earliest work that is relevant to the
RCCP in the WON is that of Maxemchuk, who focused on routing in the MSN
[Max85, Max87, Max89]. The MSN, with its two-dimensional toroidal interconnect
(shown in Figure 6.1), has the advantage that it can easily implement alternate-
path routing by “deflecting” a packet so that it travels “around the block”. Note
that this never requires more than four additional hops; the original route can then

be resumed after the deflection. This type of routing, which is called deflection
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routing, is attractive in the MSN because it makes it possible to use as few as one
buffer per transmitter without suffering packet loss inside the network. Routing in
ShuffleNet has also been examined. Acampora, Karol, and Hluchyj [AKH88] have
demonstrated that there is a routing procedure that, when used in the shared-
channel ShuffleNet, produces perfectly balanced loading on all WDM channels
when traffic is uniform. Karol and Shaikh [KS88] have proposed a routing and
congestion-control procedure that uses specific properties of ShuffleNet's recircu-
lating perfect shuffle virtual topology. The procedure, which routes certain packets
along nonoptimum routes when the preferred output port is busy, was shown to
produce a more evenly balanced link loading and to eliminate bottlenecks caused

by traffic hotspots when ordinary shortest-path routing is used.

Next, we examine detour routing, which is a simple generalization of deflection

routing.

6.2 Detour and Deflection Routing

Deflection routing is used in the MSN to reduce buffering requirements. Under the
assumption that time is slotted and that fixed-size packets! require one time slot for
transmission, deflection routing has been proposed for dealing with stations that
have as few as a single buffer per transmitter. When two packets simultaneously
arrive at the two input ports of a station, there are two different cases that can
arise: both packets are intended to exit via different ports or via the same port.
The former case is free of conflict, but the latter case causes a problem if only

one buffer is available at the output port, since one of the packets can not be

LFixed-size packets in a time-slotted system are often referred to as “cells”, but we will
continue to use the term “packet”.

It
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Figure 6.2: Bufferless Routing in the WON.

buffered and transmitted. The problem is resolved by deflection routing, which
arbitrarily takes one of the packets and places it on the other output port, as
shown in Figure 6.2. Because time is slotted and packets are transmitted during
the slot, there will always be a free buffer available at the other output port.
Because this routing protocol can guarantee—using only one transmission buffer

per output port—the delivery of packets without any loss and without queueing,

it is called bufferiess.

Whenever a packet is diverted in the MSN, it merely takes the shortest path
back to the current station, i.e., it takes a trip “around the block”. For example, in
Figure 6.1, a packet that originally was traveling from station 9 to station 5 would,
if diverted, go along the path 10 — 14 — 13 — 9, and upon returning to station
9, it would reattempt the hop from 9 to 5. When source routing is used, deflection
routing can be very easily implemented by keeping the precomputed loopback
routes stored in the station, so that when a packet is diverted, the loopback route
(e.g., a list of station addresses) can be automatically inserted into the part of

the header containing the routing information: furthermore, this can be done by
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Figure 6.3: On-The-Fly Alternate Routing by Insertion of Routing Information.

hardware in real time. We illustrate the use of this technique in Figure 6.3.

Deflection routing can be used in the WON with any virtual topology. All
that is required is that each station stores the loopback routes for each output
port. We point out that deflection routing is appropriate only when all WDM
channels are dedicated, since each transmitter must be able send out a queued
packet during any arbitrary time slot in order to make room for a possible arrival
in the next time slot. If a channel is shared by several transmitters with queued
packets, only one transmitter can gain access to the channel during a time slot.
Thus, the unsuccessful stations will still have their buffers occupied, and a packet
arriving to any of them in the next time slot might have to be dropped for lack
of buffer space. It is also clear that deflection routing applies equally well if there
are more than one buffer per transmitter. In that case deflection will occur only

when there are more packets in need of service than there are buffers available.

Deflection routing in the MSN deflects packets so that they return to the point
at which they were deflected, but given a virtual topology different from the two-

dimensional torus of the MSN, it might be possible to divert a packet to the
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Figure 6.4: Deflection and Detour Routing,.

intended next hop without returning to the point of deflection. By removing the
restriction of returning to the point of deflection, we obtain a generalization of
deflection routing that we call detour routing. We use the analogy of making an
automobile detour around a congested segment of road—it makes more sense to
take an alternate path to an intermediate goal rather than to loop back (around the
block) to the current point. The distinction between deflection and detour routing
is illustrated in Figure 6.4. A detour (with respect to a station’s output port) is
defined as the shortest path from the station's other port? to the station to which
the original port was linked. Since a detour is a shortest path, it is never longer

than a loop that returns to the original station and then proceeds to the intended

2Although we describe detour routing for WONs with two-transceiver stations, it generalizes
easily to stations with more transceivers,
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station. Intuitively, then, detour routing should perform better than deflection
routing (which is, after all, just a special case of detour routing in which detours

are not necessarily shortest paths).

It is also true that both detour and deflection routing need to prestore only a
small number of detours. In a WON with the MSN virtual topology, for example,
only three loopback paths are stored per station, i.e., the detours to be taken
when one of the two output ports or the user output port is blocked. Likewise, in

a two-transceiver WON exactly three detours need to be stored per station.

We point out that in both detour and deflection routing, deflections may be
recursively nested, in the sense that a packet, having just been deflected, can be
deflected once again from its detour. For instance, in Figure 6.1, within the detour
shown in bold lines, there could be another detour, say at node 14, taking the
packet on the loop 2 — 3 — 15 — 14. Eventually, however, all detours complete
and the packet proceeds on its original route. There is, of course, a limit to how
many detours a packet can take, since endless insertion of routing information into

the packet’s header could cause the packet to exceed its maximum length.

It should also be noted that detour routing and deflection routing require fa-
cilities for synchronizing the WON, so that time is divided into discrete slots, and

this introduces additional complexity into the network.

A price we pay for detour (and deflection) routing is that packets may be
disca.rd&a,t the user input port before they are ever admitted into the network.
Thus, the broblem of admission control also plays an important role in congestion
control. Several admission policies can be identified [BT89]. As a point in favor
of detour (or deflection) routing, we note that it is, generally speaking, wiser to

block packets at the entrance to the network than within the network.



6.3 Small-Girth Dense Digraphs

The toroidal interconnection of the MSN, shown in Figure 6.1, has the property
that no deflection comprises more than four hops, i.e., its girth® is equal to four.
Small-girth digraphs are attractive if we expect to invoke congestion-control mech-
anisms that divert traffic along alternate paths, be they based on deflections or
detours. Our design criteria for the WON’s virtual topology should thus encom-
pass the need for small girth as well as small diameter. Girth and diameter are
related, of course, since the girth of a digraph can never exceed its diameter by
more than one. To keep the size of an alternate route small relative to the primary
route’s original size, i.e., to ensure that the length of an alternate route does not
substantially exceed that of the primary route, we normally select the girth to be

small in comparison to the diameter (or mean internode distance).

Simultaneously minimizing diameter and girth in a digraph creates a situation
where these activities tend to militate against each other. For instance, known
digraphs with small girth, e.g., the MSN virtual topology, have comparatively
large diameter; and known digraphs with small diameter, e.g., the ShuffleNet vir-
tual topology, have relatively large g.irth. The reason behind this diameter—girth
tradeoff is that providing a short loopback path to a node means that an entire
subtree of the node’s reachability tree is eliminated from consideration. In Ap-
pendix E we prove an analog of the well-known Moore bound (see Chapter 5 or
[TS79, FYdM84]) for digraphs with a constraint on the size of their girth. The

bound on the number of nodes, N, in a digraph of degree p and diameter D when

JRecall that the girth of a digraph was defined in Chapter 2 to be the maximum over all nodes
of the length of the shortest noatrivial path from each node back to itseif.
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the girth is constrained to be no more than C (for C < D) is given by

D_?D—C 1
N(p, D, ) < & pp_l “lip-c (6.1)

From this last equation it can be seen that constraining the digraph’s girth sharply
reduces the number of nodes possible in the digraph. For example, suppose we were
to stipulate that no detour in a two-regular digraph should have length more than
half that of the original route. One way to accomplish this would be to constrain
the girth to be no more than half the diameter: 2C < D. If we take D to be an
even integer, D = 2k, then the bound on the number of nodes in a digraph with
maximum girth, C = k, is given by Equation (6.1): 4% — 2%+1 + k 4+ 1. Without
a similar constraint on the digraph’s girth, the Moore bound would be more than
double this last quantity: 22*+! — 1. Of course, these bounds are not necessarily
achievable by actual digraphs, but they give an indication of how much we can

expect to sacrifice by constraining the girth.

Given the unique structural properties of the MSN virtual topology and the
MSN’s favored position in the study of deflection routing, we can ask ourselves
whether it is possible to construct better digraphs than the two-dimensional torus.
Finding a digraph with minimum mean internode distance and girth no greater
than a specified threshold is a combinatorial optimization problem with a key role
in the design of a WON that uses detour routing. By using such an optimized
digraph as the virtual topology for a DCWON, we also design a network that
achieves oiitimum performance when detour routing is employed. We emphasize
the difference between this aspect of design, which is a form of virtual topology
design, and the VITDP studied in Chapter 5: the VTDP is directed at finding
WONs with optimum performance when there are unlimited packet buffers, while

the problem we are now considering deals with WONs in which the scarcity of



packet buffers forces us to use detour routing.

We also point out that we are hampered by the lack of analytical results for
expressing delay in networks that use detour routing. In actuality, we are not
strictly concerned with diameter, mean internode distance, and girth, but rather
with the performance that accompanies the use of a specific virtual topology in the
WON. Although diameter, mean internode distance, and girth are rough gauges
of a virtual topology’s performance, we need to analyze explicitly the performance
achievable with a given virtual topology in a WON using detour routing. We

present an approach to estimating this performance in the next section.

6.4 Choosing the Right Virtual Topology ...
Again

When we presented the VIDP in Chapter 3, our objective was to minimize the ap-
proximate expression for mean packet delay given in Equation (3.4). That formula
was derived from a queueing-network model in which we assumed that there was a
fixed number (which in the VTDP we always set to one) of routing chains between
pairs of service centers. Detour routing could, in principle, use an infinite number
of paths to get from a source to a destination. This is because a detour can occur at
any point, even within another detour, and this could result in a recursive detour
scenario that never terminates. Of course, such a scenario of boundless detouring
would be highly unlikely. The upshot is that the VTDP, as stated, is not adequate
for optimizing performance when detour routing is used. We therefore consider a
modified formulation that can be applied to the optimization of virtual topologies

when detour routing is used.
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In the formulation of the routing problem, it will be convenient to present
the problem for the special case when deflection routing is used. Therefore, we
assume that our goal is to optimize the performance of a DCWON in which there is
exactly one buffer per transmitter and deflection routing is used when transmission
conflicts arise. The formulation can be generalized in a straightforward way to the

case in which detour routing is used, but the notation is a bit more cumbersome,

We attempt to optimize the mean packet delay—or equivalently, the propaga-
tion delay, since each station has only a small number of packet buffers—of the
WON by minimizing propagation delay subject to the constraint that the vir-
tual topology has a weighted girth no greater than a specified value. The use of
weighted girth, which we shall momentarily formalize, is prompted by the observa-
tion that the virtual topology should provide the shortest loopback paths at nodes
that carry the most traffic and are thus most likely to deflect packets. A virtual
topology in which the nodes processing the most traffic are not on the shortest
loopback paths will not be very effective, because the detoured traffic must take
longer detours, thus contributing to network congestion. Therefore, the object is
not merely to constrain the length of all loopback paths to be less than a specified
value, but rather to weight each loopback path according to its likelihood of being

used as a detour.

We now present a model that can be used as a first-order approximation of per-
forma.no;:ﬁihen deflection routing is used in the WON with single-buffer stations.
For thé'ﬁé of simplicity, we assume that deflection (rather than detour) routing
13 used—the model for deflection routing is essentially the same as for detour rout-

ing, but easier to present. It is this model that is used for optimizing the virtual

topology. A simple formulation involves assuming that a packet attempts to queue
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at a station’s output port independently of other events occurring at the station.
We define )«g',,’ to be the fraction of time slots in which there is 2 packet at input
port j of station : ready to be switched to output port k; restricting ourselves to
two-transceiver stations, we see that 0 < j < 1 and 0 < k < 2, where output
port number 2 is for the user. Now we can express the probability nii) that two
packets will simultaneously attempt to queue at output port k of station i, where
0<k<2:

) = A0 (6.2)
Obviously, n,(:) represents the fraction of traffic that must be diverted from output
port k; if k equals 0 or 1, then the traffic will be diverted to output port 1 or 0,
respectively, but if k£ equals 2 (i.e., the user port), then the traffic will be evenly
distributed to output ports 0 and 1. Hence, the amount of traffic, Af,‘), diverted to

output port 0 is given by

() (s} ngi)
Ao" =m" + =~

and, similarly, the amount of traffic, A(I‘.), diverted to output port 1 is given by
(1)

i i n
AP =)+ 2

-

Notice that the expression in Equation (6.2) is in terms of A, and, hence, A is
ultimately expressed in terms of A. The calculation of A is, therefore, necessary
for the evaluation of the model. For each station the values of A are essentially
derived from the rate of traffic flow through the station. If we know the (primary)
routes used by all source-destination pairs, then we can easily compute the rate

of traffic flow from each input port to each output port of a station, viz., Ag‘k}

Returning to the problem of finding the best virtual topology for a WON using

deflection routing, we use the A as weights for the lengths of the loopback paths,
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and, instead of requiring a simple constraint on the virtual topology’s girth, we
require that the following expression not exceed a specified threshold:
AREL {1} £(9)
2.2 MG (63)
i=1 k=0
where 6,(:) is the length (in hops) of the shortest loopback path from output port k
of station ¢ back to itself. Equation (6.3), which is only an approximation, allows
us to account for the fact that certain detours in a WON, by virtue of being more

heavily used, are to be given greater weight than others.

To find optimal virtual topologies we again use the simulated annealing algo-
rithm. The algorithm is applied in exactly the same way as in the VTDP, but
the cost function is modified to reflect Equation (6.3). The cost function is propa-
gation delay—or hop count, assuming a uniform distance matrix—with a penalty
term that forces the function to infinity whenever the expression in Equation (6.3)
exceeds a specified threshold. In this way the simulated annealing algorithm finds
virtual topologies with minimum propagation delay—again, when there are no
buffers, propagation delay is all that matters—and accounts for the degradation

in performance that occurs when excessive detouring prevails.

6.5 Empirical Results

This seetion describes experiments conducted for the purpose of evaluating the
comp&r&ii;e performance of detour and deflection routing with various virtual
topologies. In these experiments we compare the performance of WONs with
optimized virtual topologies against that of the MSN. In the optimized WON
we assume that detour routing is used, and in the MSN we assume that deflection

routing—deflection and detour routing are essentially equivalent in the MSN, since
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Figure 6.5: Station Model Used in the Simulations.

the shortest detour must always return to the detouring station—is used in such a

way that the shortest path between any pair of stations makes a minimum number

of right-angle turns.

We use a discrete-event simulation of the WON (and MSN) to evaluate its
performance accurately. Events in the WON simulator are synchronized on time
slots whose duration is adequate to transmit one fixed-size packet. The structural
attributes of the simulated stations are shown in Figure 6.5. All simulations in the
following experiments use two-port stations, the number of transmission buffers
Q is either one or two, and the number of user input buffers L is fixed at eight.

Since the user output buffer is essentially a transmission buffer, it too is set equal



to ¢. We run each simulation for 5000-8000 time slots, during which time we
collect statistics such as the mean transport time that a packet spends in the
network (starting with its admission into a transmission buffer), the end-to-end
packet delay (starting from the packet’s birth), the percentage of packets that are

blocked because there are no user buffers, and the mean number of detours per

packet.

We assume that the distance matrix is uniform, i.e., all stations are the same

“glass” distance from each other. This distance is fixed at 50 km.

The WON is optimized by simulated annealing using a traffic matrix that
exerts a reasonably heavy traffic load on the network. To assess the performance
of the WON accurately, we run several simulations corresponding to different traffic
loads and collect statistics from which delay and throughput figures are derived.
The MSN's toroidal interconnection is used as the initial virtual topology in the
optimizations. As described earlier, the cost function includes a penalty function
that forces the cost to infinity whenever the weighted detour length typified by

Equation (6.3) exceeds the threshold of 2.7 ms (which equates to a little more

than five hops).

The first set of experiments is for the 64-station WON and measures the mean
transport delay for the optimized WON and the MSN. We show in Figures 6.6
and 6.7 a comparison of mean transport delay for the 64-station optimized WON
and MSH,(\-vith traffic skews of 0 and 1, respectively. Recall from Chapter 5 that
a traffic skew of 0 corresponds to a uniform traffic matrix and a traffic skew of
1 corresponds to a traffic matrix whose entries are chosen from a uniform prob-
ability distribution. We also show in these graphs two separate curves for the

MSN; one curve corresponds to the transport delay when the shortest-path routes
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take a minimum number of right-angle turns, and the other curve corresponds to
transport delay when shortest-path routes are computed without any concern for
minimizing right-angle turns. As predicted by other researchers [Max89], the use
of minimum-turn routes allows us to achieve higher maximum throughput, since
the probability of conflicting transmission-buffer access is reduced. For the rest of

the experiments, only minimum-turn routes are used in the MSN.

The frequency with which packets are deflected from their primary routes de-
creases if we allocate more than one buffer per transmitter, and the next exper-
iments attempt to quantify the improvement by examining WONSs that use two
packet buffers per transmitter. Figures 6.8 and 6.9 show comparisons of trans-
port delay in the 64-station optimized WON and MSN for skew values of 0 and
1, respectively, when stations have two buffers per transmitter. The optimized
WON used here is identical to that used in the previously described experiments
with single-buffer WONs. In Figures 6.6-6.9 we see that it is possible to optimize
the WON so that its transport delay and maximum throughput are consistently
superior to the MSN, the latter being arguably a very good competitor, because of
its special structural characteristics, i.e., its small girth. We also see that the max-

imum throughput can be increased substantially by adding just one more packet

buffer per transmitter.

It i1s interesting to compare the performance of the limited-buffer WON with
that of the unlimited-buffer WON. Referring back to Table 5.4 in Chapter 5, we see
that the 64-station optimized DCWON could achieve a maximum throughput of
approximately 21 Gbps. With only two buffers per transmitter, however, the WON
can attain a throughput of nearly 16 Gbps before it saturates. Thus, with only two

buffers per transmitter, we can realize about 75 percent of the throughput of the
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unlimited-buffer WON. Clearly, the addition of packet buffers can reach a point
where the performance improvement is only marginal. Comparing the curves of
Figures 6.6-6.9 with the curve of Figure 5.11 in Chapter 5, we observe that whereas
propagation delay is flat when single-path routes are used, propagation delay in-
creases with traffic loading when detour or deflection routing is permitted. As
traffic loading increases, the frequency of transmission-buffer contention increases,
and this results in more packets taking detours. The net effect is for the typical
packet to take more hops to get to its destination. The increase in hop count cor-
responds to a greater propagation delay. Since the route taken by a packet from
a given source to a given destination never varies when stations have unlimited
buffers, its propagation delay remains constant. Thus, the delay curves obtained
when bufferless routing is used resemble delay in an M/M/1 queueing system (e.g.,
Figures 6.6-6.9), and the delay curves obtained when fixed-path routing is used

resemble delay in a D/D/1 queueing system.

It is desirable to compare the performance of the optimized WON against the
MSN for larger networks. The second set of experiments is for the 196-station
WON and measures the mean transport delay for the optimized WON and the
MSN. In Figures 6.10 and 6.11 we have plots of transport delay for the 196-station
optimized WON and MSN for skew values of 0 and 1, respectively. Each station
has one buffer per transmitter. We see that the transport delay and maximum

throughput of the MSN can be consistently improved upon by the optimized WON.

6.6 Summary

This chapter addresses the problems of routing and flow control in WONs with

limited packet buffers. We propose an efficient routing procedure, called detour
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Figure 6.10: A Comparison of Delays in the 196-Station Optimized WON Using
Detour Routing and the MSN Using Deflection Routing with Uniform Traffic (skew
= Q) and Single-Buffer Stations (Q = 1).
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routing, that prevents packet loss owing to buffer overflow by routing blocked
packets along alternate paths. The virtual topology of the WON can be optimized
with respect to the detour routing protocol to deliver superior performance. We
show by simulation that detour routing in a properly optimized virtual topology
achieves better performance than schemes such as deflection routing in the Man-

hattan Street Network.
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Chapter 7

Conclusions and
Recommendations for Future

Research

7.1 Assessment of the Contributions of this Re-

search

Although the objective assessment of this research is probably best left to the
reader, we now point out what we feel are the most important contributions rep-
resented herein. In so doing, we wish to emphasize the novelty of our ideas and

the fact that our methods are directed at producing tools that work.

The first major contribution of our work is the introduction of a new network
architecture which is based on the concepts originally pioneered by Acampora
[Aca87] and which holds great promise in meeting future networking requirements.

The WON extends these concepts by fully developing the notion of wavelength



agility, which can be harnessed to provide a malleable virtua!l topology independent
of the chosen physical topology. The virtual topology of the WON is entirely
specified by the tuning of its wavelength-agile transceivers and vests the network
administrator with considerable capabilities to manage the network and tune its

performance.

The second major contribution of our work is in the area of WON design. We
pose a number of uncontrived, realistic design problems that would have to be
solved during the implementation of an actual WON. We identify the design of
the physical topology as a principal cost driver in the WON and formulate the
physical-topology design problem as a cost-minimization problem. We propose an
algorithm that produces a minimum-cost physical topology with respect to a given
network geography and topological class. Given an established physical topol-
ogy for the WON, the choice of virtual topology exerts a profound influence on
the performance (in terms of both delay and throughput) achieved by the WON.
We formulate the virtual-topology design problem as a performance-optimization
problem with respect to the network’s traffic requirements. Depending on the type
of WON being designed, we use either the simulated annealing or the genetic al-
gorithm to optimize the virtual topology. The algorithms produce near-optimum
solutions which perform dramatically better than structured digraphs that have
been previously considered for fixed virtual topologies. We mention that we have
implemented all algorithms and have performed hundreds of experiments to vali-

date the algorithms and study their behavior.

Our third major contribution is the development of a new class of routing proto-
col especially well suited for use in high-speed lightwave networks such as the WON.

To overcome the effects of congestion and reduce the probability of packet loss in
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buffer-limited stations, we propose a routing algorithm known as detour routing, a
generalization of the well-known deflection routing protocol. Detour routing pro-
vides a limited amount of adaptability without the overhead that comes with a
full-blown adaptive routing procedure, which is an important consideration in a
high-speed transmission system such as the WON. We demonstrate via simulation
the superiority of detour routing over deflection routing and develop a technique

for optimizing the performance of the WON by tuning its virtual topology.

During the course of our research several challenging problems have presented
themselves. As we consider them to be beyond the scope of our original plan of
research, we note them as topics for future exploration. Next follow descriptions

of some of these problems and thoughts on promising methods of attack.

7.2 Future Research in the Design and Analysis
of the WON

At this point honesty compels us to point out what has not been accomplished.
Although we have performed a large number of experiments, the maximum size
of the networks we experimented with is less than 200 stations. Given the goal of
building WONSs to serve thousands of users, it is important to validate the pro-
posed algorithms on larger problems. Should the algorithms not prove equal to
the task, new heuristics would have to be developed. As suggested in Chapter 3.
the simulated annealing algorithm can be adapted for fast optimization, e.g., rapid
quenching. Such approaches should be tested on very large problems. It is also
possible to adopt a hierarchical approach in which the WON is partitioned into

communities of interest based on the traffic matrix. These communities of inter-



est could first be optimized followed by an optimization of the interconnection
of the communities of interest. Research and experience with TimberWolfSC, a
simulated-annealing-based package for cell placement in integrated circuits, has
shown that one can make significant improvements in computation time without
sacrificing the quality of solutions by introducing better methods for controlling
the simulated annealing algorithm, e.g., by the use of better annealing schedules
(LDS88, Lee9d0]. The simulated annealing algorithms used in this research are basi-
cally hand-crafted and could benefit from some of the techniques used in the newer

versions of TimberWolfSC.

The need for robust WON designs was mentioned in Chapter 2. Since stations
can fail at any time, the virtual topology of the WON is always in jeopardy of being
disrupted, and such a disruption can have a deleterious effect upon the performance
of the WON. Can we design virtual topologies that tolerate the loss of a station
without having to redefine completely the virtual topology of the WON? A virtual
topology that could achieve this level of robustness could ease some of the burden
of network management in the WON. Najjar and Gaudiot [NG90] have attempted
to characterize the robustness or resilience of the hypercube virtual topology; some
of their methods may be applicable to arbitrary virtual topologies as well. Also
into the realm of robustness falls the problem of designing a virtual topology that
maintains good performance when the traffic matrix varies. It would be interesting
to gauge the degree to which a given virtual topology optimized for a given traffic
matrix performe ‘when the traffic matrix changes. This has been done for the

ShuffieNet virtual topology [EM88] but not for arbitrary virtual topologies.

It has been pointed out in Chapter 5 that the problem of finding a minimum-

diameter digraph with fixed outdegree is solvable in polynomial time. The obvious
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algorithm runs in time that is bounded by a polynomial of high degree, so it
is little consolation that the problem is solvable in polynomial time. It is not
known, however, whether we can find a polynomial-time algorithm that runs in a
reasonable amount of time, i.e., in time bounded by a polynomial of low degree.
If such an algorithm could be found, it would allow us to design optimal virtual
topologies in certain classes of WONs. It could also have profound implications

for the (p, D)-digraph problem.

We have noted in Chapter 4 that the design of the optimal physical topology
of the WON requires solving the Steiner tree problem. Our approach avoids this
challenge by decomposing the problem into clustering and location steps and is
suboptimal. A more thorough study of the problem of physical-topology design
would investigate techniques for solving the Steiner tree problem, perhaps adapting

known heuristics to the problem-specific aspects of physical-topology design in the

WON.

Another issue to be addressed is the problem of providing integrated services in
the WON. Our traffic models are primarily oriented toward capturing the behavior
of bursty traffic, so voice and video services in the WON must be examined more
carefully. The large bandwidth made available by lightwave technology can be

effectively used to provide broadcast and other services,

In our study of the routing and congestion-control problem, the amount of
time consumed running simulations has convinced us of the desirability of a more
efficient technique for evaluating WON performance when detour (or deflection)
routing is used. It would therefore be advantageous to develop a closed-form
model of WON performance under detour routing. Such a model would be of use

in optimizing the virtual topology of the WON operating under detour routing



(our analytical model works only for single-path routing with unlimited buffers).
Although we do not believe that a truly closed-form solution exists, our preliminary
analysis suggests that there is a simple iterative algorithm for computing flows
when detour routing is used. Such a procedure could then replace the heuristic

objective function that we employ in the optimization of the virtual topology.

Detour routing has an advantage over deflection routing in that it can tolerate
link failures. By detouring around a failed link (which includes the failure of a
transceiver serving the link), the packet could eventually reach its destination,
which can not be said for deflection routing, because the packet would always
return to the deflecting station and reattempt to use the failed link. Unless the
link recovers, this process is futile, resulting in continuous looping. When a station
fails, however, detour routing can not get around the failed station. This raises the
possibility of a modification of detour routing in which it is possible for a packet
to make a detour around a failed station as well as a congested link. This scheme
would require a means of notifying a station when its neighbor has failed, since
notification is not automatic with unidirectional links. It would also be necessary
to store more alternate paths than in the original form of detour routing, i.e.,
detours for congested or failed output ports and detours for failed stations. The

refinement and analysis of this form of detour routing is a topic for future study.

One issue that is more economic than technical is that of compatibility with
existing networks and the plan for transition to the new system, were the WON

to be adopted for use as a MAN.

198



Appendix A

Derivation of a Lower Bound on

Mean Internode Distance in the

SCWON

In this appendix we derive a lower bound on the mean number of hops in an
:V-station SCWONi. We assume that the WONs under consideration all have p
transceivers. Also, we restrict our attention to SCWONSs that are stable when
offered uniform traffic totaling 4 packets per second, where stability is taken to
mean that no WDM channel carries more traffic than the threshold of py., packets
per second.

We define W; to be the set of all V-station p-transceiver SCWONs that have
K WDM channels, have no more than d stations assigned to any channel, and
are stable when the WON is offered a uniform traffic load totaling v packets per

second. We also define

e

N
we (w,
d=1
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We further define two functions on W: A(G) is equal to the mean number of hops
in G € W, and A(G) is equal to the total traffic load generated on all channels of

G € W. Finally, we define the expression

a LN  L—{(L+1)pd+ (pd)L*t

Ha= 577 - (N = 1)(1 — pd)?

(A1)

where

L £ [log,ql(pd = )N +1] - 1] (A.2)
Claim A.1 VG e W, A(G)> H,.

We can construct a pd-ary tree of N nodes in which only one nonleaf node
can have fewer than pd children. Such a tree is constructed by starting with the
root and assigning pd children to each node in a breadth-first manner (the last
node may be assigned fewer than pd children before the limit of N nodes has been

reached).

If we number the levels in the tree from 0 to L, then it is easy to show that

- L - L+1
L= (pd) _ L= (pd)
1—pd - 1 —pd

since the lefthand and righthand sides of the inequality are the number of nodes
in a full pd-ary tree of L and L + 1 levels, respectively. From this inequality we

can derive

logy((pd —~ 1)N + 1] = 1 < L < log,,[(pd — 1)N + 1] (A.3)

Since L takes on integral values and Equation (A.3) has the formz -1 < L < r,

it must be true that L = [z — 1'|..Thus,

L = [log,l(pd ~ 1)V + 1] — 1]



which agrees with the definition of L in Equation (A.2).

The number of nodes, .M, at level L is equal to N minus the number at levels

0 through L — 1, ie.,

L-1
M = N-35 (pd)}t
k=0

_ L
- N Llz(pd)
l - pd

If we denote by S the sum of lengths of the (shortest) paths from the root to all

other nodes in the tree, then

L-i
S = ML+ k(pd)
k=0

L — (L + 1)pd + (pd)L+!

= N -
g (1= pd)?

Recalling the definition of H, in Equation (A.1), we notice that

)
Hy = N-1 (A1)

If we let &;; represent the number of hops in the shortest path from station

1 to station j in G, then the sum of shortest-path lengths from all stations to

station j is Zi’f__l’,-# d;;. Since each station has p receivers, none of which shares

its channel with more than d transmitters, each station receives from pd or fewer
other stations. It is obvious that § < 57, ... & because the tree represents the

best possible routing. Hence

AV .'V
NS S Z Zé.‘j
=1 ;;ll
Since

1 N N
hG) = NV -1 IBPILE

=1 =1

R
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we have, substituting NS for the double summation and applying Equation (A.4)

S
N -1

Hy = < h(G)

Claim A.2 VG € W; A(G) = v4(G) > vH,.

The relationship A(G) = MG)/v is proved in [Kle76, page 327]. We then use
Claim A.l to establish that yA(G) > vH,.
O

Claim A.3 VG € W 3d such that Hy < A(G)/v £ K pmax/7

The first inequality follows immediately from Claim A.2.

Let Ax denote the load carried on WDM channel k. Then A(G) = A, + A +
~++ 4+ Ag. Since G is stable, we have that Ay < pn., for each channel k. Thus
A{G) £ K pmax, from which follows the second inequality of the Claim.

a

From Claims A.1-A.3 it follows that
h(G) 2 min{Hy | Hi € Kpmax/7,1 < d < N} (A.5)

In particular, if we restrict the number of WDM channels to be p/N and allow no
more than one station per channel, as in the DCWON, then a lower bound on the

expected number of hops under uniform traffic, E[hops], is given by

L(N - 1) +p(L +1)—ptt!
- N -1

E(bops} > (A.6)

where

lie

L ,'logp[(p -1V +1] - 11

o
(o=
| ES]



The lower bound in Equation (A.6) is well known and has been come to be known

as the Moore bound [HS60].
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Appendix B

Derivation of an Upper Bound
on Mean Internode Distance in

the Modified de Bruijn Digraph

In this appendix we derive an upper bound on the mean number of hops D in an
:V-station DCWON with a virtual topology based upon the modified de Bruijn
digraph of degree p described in Chapter 2:

npt+p" -1 p

D<
- -l p-1

(B.1)

where n = log, N. This upper bound, in conjunction with the lower bound derived
in Appendix A, is useful in approximating the mean internode distance in the
modified de Bruijn digraph. Thus, it can also be used to approximate the mean
packet delay in a WON which uses the de Bruijn virtual topology and has uniform
traffic and distance matrices. We first establish a mathematical result (Claim B.3)

and then show how to apply this result to the de Bruijn digraph.

First define an (L, p, q)-vector, where L, p, and ¢ are positive integers, to be
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a vector of L + 1 positive integers (ng, ny,..., ny) such that ng = 1, n; = q,

ng < png—y for k=2, 3,..., L,and T n; = pL.
Claim B.1 Let L and p be positive integers and p > 1. There is only one
(L, p, p— 1)-vector, and it is given by (ng, n,..., ny) where

1 fi=0

ng

(p—1p' if1<i<L

By the definition of the (L, p, p — 1)-vector we must have ny < png_,, ny_; <

Pnk_2, ..., Nz < pny. Solving this recursion, we obtain ny < (p—1)p*~!. Therefore,
L L
2 <1+ (p-1)p*t =pt
k=0 =1

Since equality must hold in this last equation, it must be true that ny = (p—1)p*~?

fork=1, 2,..., L.

C
Claim B.2 Let L and p be positive integers, p > 1. If (no, ny,..., ny) is an
(L, p, p— 1)-vector and (mg, my,..., mg) is an (L, p, p)-vector, then there

exists a positive integer k such that 0 < k < L, n; < m; fori < k, and n; > m;

for 3 > k.

First we note that the (L, p, p — 1)-vector {ng, n;,..., n;) is unique and

satisfies the conditions of Claim B.1.

Let k be the smallest integer for which n; > m,. Such a k& must exist, for if it

did not then we would have m; > n; for 0 < i < L, and hence

L L
Z m; 2 E n; (B.2)

=0 =0

206



But since we know that, in particular, My =p>p—1=nq the inequality in

Equation (B.2) must be strict, i.e.,

L L
z my > Z n;
1=0 t=0

This latter inequality is a contradiction, since both summations must equal p’, by

the definition of (L, p, p—1)- and (L, p, p)-vectors.

We know that n, = (p — 1)p*~! by the definition of {no, ny,..., nz). So

mi < (p— 1)p*! (B.3)

It must be true that n; > m; for j > k. If this were not so, then there would exist

an integer ! > k such that m; 2 n;. Thus,
m; > (p—1)p'! (B.4)

again by the definition of (na, ny,..., nr). Since m; < Py, my_ < pmy_y, ...
My < pmyi, we can write

m; < p'~¥my (B.5)

Equations (B.3) and (B.5) imply that m; < p'~*(p ~ 1)p*~1, which contradicts
Equation (B.4). Thus, k satisfies the conditions of the Claim.

O0

Claim B.3 Let L and p be positive integers, P> 1 If(no, ny,..., ng) is an

(L, p, p—1)-vector and {mo, my,..., mg) is an (L, p, p)-vector, then

L L
Zin,- > sz,

1=0 =0
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First we note that the (L, p, p ~ 1)-vector (ng, ny,..., nr) is unique and

satisfies the conditions of Claim B.1. Let k satisfy the conditions of Claim B.2.

Define ¢; L~ ™m,.
L L L
da=d -y m=0
1=0 t=0 1=0

By Claim B.2, ¢; €0 for i < k and ¢; > 0 for i > k. Therefore
k—1 L
- Z 4 = Z q;
=0 J=k
The quantity on both sides of this equation is positive, so that multiplying the left
side of this equation by (k —1) and the right side by k, gives us the following strict

inequality:

k—1 L
(k - 1) Z(m, — n.») < kZ(n_.,- - mj)
1=k

1=0

From this it immediately follows that

k=1 L
Y oilmi—ni) < Y j(n; —m;)
i=0 I=k
Hence
L L
Zin; > Ezm.
i=0 =0
c

We now use Claim B.3 to establish the bound in Equation (B.1). Consider
the (p-ary) reachability tree of the N-node modified de Bruijn digraph (of degree
p), rooted at an ;rbitrary node of the digraph. The reachability tree consists of
log, N +1 levels,! and if m, is the number of nodes at level k, then there will be no
more than pm; nodes at level £+1. We also note that level 1 of the reachability tree

always contains p nodes—this was ensured in the modified de Bruijn digraph by

'We number the levels from 0 to log, N + 1.
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eliminating self loops. If we let [ = log, ¥V and denote by m; the number of nodes

at level k of the tree, then it is clear that (mg, ny,..., mp) is an (L, p, p)-vector.

Now define
1 ifi=0
n, =
(p—-Lp! if1<i<L

By Claim B.1 {ng, n,,..., ng)isan (L, p, p—1)-vector. Since (mo, my,..., my)
and {no, ni,..., nr) satisfy the hypothesis of Claim B.3, we can state that
L L
dYoimy < Y in, (B.6)
=0 =0

The righthand side of Equation (B.6) can be recomputed as follows:
L

L
doing = Y i(p—1)p!

1=0 =1

L .
= (p—l)ZiP"‘

d &,
= (P—l)agp

— pb+1
- -z (557)

= (L+1)N-1——-——p(;v_‘11) (B.7)

We next choose a reachability tree of the modified de Bruijn digraph that has

the largest average height, i.e., the tree such that
— > im; (B.8)

is as large as possible. It is then clear that the mean internode distance D in the
modified de Bruijn digraph is less than the expression in Equation (B.8). If we
divide the expression in Equation {B.7) by N ~ 1, then this quantity is greater
than the expression in Equation (B.8). Hence

= ¢
<
Ds N =1 p—1
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which, after the substitution L = n, is identical to Equation (B.1).



Appendix C

Proof of the Convexity of the
PTDP

In this appendix we show that the objective function of the PTDP is convex. We
demonstrate the convexity of the objective function by showing that its Hessian is

positive definite.

The minimization of the objective function
M
F(Vy, Vo, o, V=3 3 V=V,
i=1j€C(x)
given in Equation (4.1) is greatly simplified if we can show that the function is
convex,! as this implies that any local minimum is also a global minimum [RV73].

The function f(-) is a linear combination of the functions

9;(Vi, V) =1V, -V,

‘A function f : R® — R is convex if it satisfies Jensen’s inequality, ie., if W; € R" for

i=1, 2, ..., m, then
f (Zaiwi) < Zasf(w.‘)
i=1

=1

where 0 <oy < 1fori=1,2, ..., mand ¥ ai =1
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which we can rewrite as

9i5 [(rl,yl), (z2,y2)] = \/(331 —z2)? +{y1 — 12)?
[t is convenient to define

(5'-‘1 - Iz)
X =
[(z1 ~ 22)? + (31 — 92)?*/*

and

(11 — y2)
[(z1 — 22)% + (31 — y2)2]*
Computing the Hessian of ¢, we find that

o -

32g 329' 329 323

0r18z1 A3y Bri18za 9z 0y
8%q ELF) g FPg

vzg [(1'1 y1), (22 yz)] _ 8nds1  dyidyy  Oydzg By dy

, =

! ? 32g 329 32g 329

81,871 Bz,8yi  Ox38r;  Bxadyy
3q 32q 92q 3Rg

| 2y23z1 dpdy1r  Bydry Iydw §

YY -XY -YY XY
-XY XX XY -XX
-YY XY YY XY

XY -XX -XY XX

We can show that the Hessian is positive semidefinite? as follows. Let z,, zo, 23,

and z4 be real numbers. It is possible, though tedious, to show that

4 4

Z Z(Vgg),—jz,-zj = [(ZIY - ZQX') - (z;,Y - 24X)]2 > 0

=1 5=1

*A symmetric n X n matrix (ai; ) 18 positive semidefinite if for any 21, 22, ..., 2z,

n n
ZEG,»,-:.:J. >0

=1 j=1

[AN]
—
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Thus, the functional form g {(z1,y1), (%2, ¥2)] is convex. The objective function
f(-) is a linear combination of the convex functional forms g;; [(z;,y1), (T2, ¥2)]-
Thus, Equation (4.1) is convex. This fact implies that any local minimum of
Equation (4.1) is also the global minimum being sought after. Solution of the
problem then hinges on efficient search procedures for finding a local minimum,
and we may apply any of several well-known techniques for the optimization of a

convex function, e.g., the Frank—-Wolfe, Hooke-Jeeves, or gradient method.
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Appendix D

The Shared-Channel VTDP is
NP-Complete

We demonstrate in this appendix that the shared-channel VTDP is NP-complete.
The proof is by polynomial transformation from a well-known NP-complete prob-

lem, the partition problem [GJ79].

First we state the partition problem in its yes/no decision form:
Instance A set A= {a;, a,, ..., an} of positive integers.
Question Is there a subset A’ C A such that 2aca’ 0 = Y gep_ar @l

Next we state the following yes/no decision problem, which can be seen to be

a simple subproblem of the shared-channel VIDP:
Instance A set of NV single-transceiver stations and an N x N traffic matrix (i;)-

Question Is there an assignment of stations to two channels such that the mean
number of hops is 1 and the utilization of each channel is less than or equal

to 17

o
—_
i



Clearly, if we could solve the shared-channel VTDP, then we could solve this
decision problem, because its is a subproblem of the shared-channel VTDP. Thus,
if the decision problem could be shown to be NP-complete, then the shared-channel
VTDP would also be NP-complete. For convenience we will refer to the decision
problem as the shared-channel VIDP in the remainder of this appendix, even

though it is only a subproblem of the general problem.

We next define a polynomial transformation 7(-) that converts any instance
z of the partition problem into an instance 7(z) of the shared-channel VTDP in
polynomial time. We then show that the answer to z is yes if and only if the
answer to T(z) is yes. This is sufficient to demonstrate that the shared-channel
VTDP is NP-hard; giving a nondeterministic polynomial-time algorithm for the

shared-channel VIDP completes the proof of NP-completeness.

The transformation is specified by explaining how the numbers a; are converted

to the traffic matrix (y;;). We define (;;) as follows:

2,/5N. a; ifi=j
0 ifi #
Notice that X, v = 2. Thus, the transformation is defined by T[(a;)¥,] =

(v;7=17¢. It is obvious that such a transformation can be computed in polyno-

Yi; =

mial time.

Claim D.1 TRe answer to the partition problem with instance {a1, aa, ..., an} is
yes if and only if the answer to the shared-channel VTDP with instance (i, )f._llp'.‘_"'N

1S yes.

Suppose that the answer to the partition problem with instance (a;)¥., is yes.

Then there is a set A’ C A such that ¥ cya = Toca-ara. If we define | &
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{ila;€ A and J £ {j|a; € A- A’}, then it easy to check that tuning the
transrutters and receivers of stations from set [ to channel 1 and those of stations
from set J to channel 2 provides a positive answer to the transformed problem.
Obviously, the mean number of hops is equal to 1 with this tuning since all stations
are connected directly to themselves. The total load on channel 1 is equal to 1, as
can be seen from the following;

Z%%‘j = Z‘m

t€f j=1 tel
= N
i€l 2-5=18;

N
Z;:l aj
1

= 2.

= 2.

ol

=1

The load on channel 2 is similarly shown to be equal to 1.

Conversely, suppose that the transformed problem instance (7;,;){:};_';;'32’ has a

yes answer. Let the set I denote the stations tuned to channel 1. It is obvious that
each station’s transmitter must be cotuned to the same channel as its receiver since
every station must be able to reach itself in exactly one hop. Since ©¥ +,; = 2,

each channel must carry a load of exactly 1, i.e., 2ierYii = 1. Therefore, we let

A’ 2 {a; | i € I}. Hence,

2 a = D a

a€A’ ief

5 () e

el =1

(£)

|
(I

I
—
-1



which implies that A’ induces a balanced partition of A.

a

Therefore, we have proven that the answer to an instance z of the partition
problem is yes if and only if the answer to instance 7(z) of the shared-channel
VTDP is yes. Noting that the shared-channel VIDP has a nondeterministic
polynomial-time algorithm, which consists of guessing a solution and checking

whether is holds, we conclude that the shared-channel VTDP is NP-complete.

~2
Yt
o



Appendix E

Derivation of a Bound for the

(p, D,C)-Digraph Problem

In this appendix we derive an upper bound on the number of nodes, N, in a digraph

of degree p, diameter D, and girth C.

First we remark that if C > D then an upper bound on N is given by the
well-known Moore bound for directed graphs [TS79, FYdM84]:

(E.1)

Equation (E.1) is true because a digraph in which all shortest circuits are as long
as possible will have a best-case reachability tree in which no node is repeated until

level D, as shown in Figure E.1

For th; case in which ¢ < D, we consider the reachability tree rooted at a
distinguished starting node, such as is depicted in Figure E.2. In the best case,
i.e., the case in which N is maximized, there will be one node at level 0, p nodes
at level 1, ..., p°~! nodes at level C — 1, and these nodes will all be distinct.

Thus, we see that in the best case no node has a path back to itself containing
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level O

level 1
level 2
g h ’CS\ h level D - {
¥ | 4
@ . ® level D

(O New Nodes . @ Repeat Nodes

Figure E.1: Reachability Tree for a p-Regular Digraph of Maximum Diameter D.
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level 0

level 1

level 2

level C

level C + 1

level C + 2

Figure E.2: Reachability Tree for a p-Regular Digraph of Maximum Diameter D

and Girth C.



fewer than C hops. Suppose that the shortest nontrivial path from any node back
to itself contains C hops. Then, although there are p© nodes at level C of the
reachability graph, one of these nodes will be—by virtue of the C-hop circuit from
the root node back to itself—a repeat of the distinguished root node, which leaves
p® — 1 new nodes at that level. Call the subtree rooted at the repeated node
of level C the distinguished subtree. Of p®+* possible new nodes at level C + k,
we can immediately rule out as repeats the p* nodes of the distinguished subtree.
Furthermore, p* — 1 of the remaining nodes at this level are repeats since they are
within C hops of the nodes at level k, one of whose repeats was counted in the
distinguished subtree. Thus, p“** — 2pF + 1 nodes at level C + k might not be
repeated nodes. We can continue this counting process until we reach level D, at
which point all nodes must be repeats. Summing up the number of possible nodes

in the reachability tree, we get

c-1 D-C-1
N < Zpk+ Z (pC+k_2pk+1)

k=0 =0
—n c . 1 = pP-¢

R et S il SO Sl S
l-p l-p l-p
D __ D-C

- P ;pl *lip-c (E.2)

To recapitulate, we have, combining Equations (E.1) and (E.2), the following
bound on the number of nodes, N, in a digraph of degree p with diameter D and

girth C: N < N(g, D, C) where

p2ti-1 ifC>D
N, D,C)&{ ' B (E3)
=Bl D-C fC<D

The (p, D, C)-digraph problem is to find a digraph with the specified parameters

whose number of nodes approaches the quantity given in Equation (E.3).

(S
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