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ABSTRACT

Sherlock 1is an intelligent tutoring system designed to
teach effective reasoning, Our work is based on the assump-
tion that inferencing is an important prerequisite skill for
using the higher level learning strategies being developed
to aid in comprehension.

The current implementation is a discovery learning game
in which the player manipulates facts and rules in a graphic
format, The game uses its own inferencing mechanism to
provide feedback,

The next steps will be the addition of an intelligent
coach and the empirical validation of the game as an educa-
tional tool, We propose the use of Sherlock to study and
improve human reasoning.



RATIONALE

Wwhy 1is learning more Adifficult for some than for
others? One working assumption has been that unsuccessful
learners lack the prerequisite learning skills (Wittrock
1974; 1978). Teaching these learning skills, then, could
make them  successful learners (Wittrock, 1977). This
approach has worked for some but not for others. For the
latter group, their deficit may exist at an even higher
level than that of the strategies being taught. 2as a
result, they are incapable of applying these new learning
strategies, '

This claim is based on a belief that using these
learning strategies is contingent on knowing how to reason
effectively. To that end we have designed a computer simu-
lation game intended to teach people how to think and
reason in a clear and well-structured manner.

Sherlock consists of a graphic environment in which
the player manipulates icons representing facts, beliefs,
and rules, attempting to construct a "support graph" for a
given statement.

BACKGROUND

Efforts to improve education have concentrated on
improving instruction through instructor training, better
media and curriculum development. With the cognitive move-
ment has come an awareness of the learner as a central
agent in the learning process. In this view "learner
training®™ becones at least as important as instructor
training,

In this respect, important efforts have been in the
area of developing cognitive learning strategies. This work
involves the following steps:

1, Determine the underlying processes necessary for
effective learning.

2. Develop explicit strategies which accomplish these
processes.

3. Train the learner in the effective use of the
strategies.,

One aspect of learning, to which these three steps have
been applied, is the integration of new knowledge into the



learner's existing schema (Wittrock, 1977). As a result of
the first step, learner generation hag been identified as
an important underlying process, Generation refers to the
learner discovering or creating his/her own meaning in the
to~be~learned material (Wittrock, in press), The second
step has identified a number of strategies which might
facilitate this process. These include: outlining, para-
phrasing, summarizing, generating questions, and conceptual
mapping (Doctrow, Wittrock & Marks,- 1978; Anderson, 1979).
The third step, training the learner to use these strate-
gles, will be the focus of this project,

All of these techniques represent aids for structuring
inferencing on the part of the learner, To use them the
learner must first ne capable of making and recognizing
appropriate inferences, Sherlock 1is an approach to the
theoretical and practical problems inherent in teaching
inferencing,

PROBLEMS

Telling a learner that inferencing is a strategy for
understanding is useless if he/she lacks the skills needed
to make inferences, For learners in this category we must
apply the three steps described above, but now to the task
of inferencing:

1. Determine the processes underlying making
inferences,

2, Develop explicit strategies which accomplish
these processes,

3. Train the learner in the effective use of thesgse
strategies,

For the first step, an effective means must be found to
observe inferencing strategies, Unfortunately most people
cannot readily articulate the reasoning behind inferences
they make. Therefore a means must be found to facilitate
observation, Once the process can be observed, step two is
to identify which strategies typify the sucessful infer-
encer, It might be observed, for example, that the suces-
sful inferencer works backwards from the goal, rather that
forward from the facts. The final step is to developing the
technology for teaching these strategies, This will neces-
sitates providing the student an opportunity for practicing
identified strategies with feedback. while traditional
conmputer-assisted instruction can provide immediate feed-
back, its accuracy is limited by the range of responses the
Programmer was able to anticipate,



SHERLOCK

Sherlock 1s a computer program which incorporates tech-
niques of aritificial intelligence (AI) to teach inferencing
strategies in a game format, The program provides an
environment for observing the processes of inferencing by
adding a physical dimension to the task, This permits not
only observation of the learner making inferences, but
handles some of the cognitive overhead, making protocols
feasible. By comparing the observations of successful and
unsuccessful players of the game, strategies of more
effective inferencers can be defined.

In 1its current version Sherlock trains inferencers by
providing practice and immediate feedback, In addition to
being told the sub-skills involved, it is important that
the learner have an opportunity to practice the skills
while receiving informative feedback (Bandura, 1968). A
traditional strength of computer-assisted instruction has
been its ability to provide immediate feedback. In order
for the computer to provide feedback, however, it must
first be able to evaluate the learner's performance, In
conventional CAI this is done through some form of pattern
matching. Because effective inferencing strategies require
that the learner make a personal and creative reaction to
the learning task, pattern matching is an inadequate tool.

The use of the present version of Sherlock to improve
learning skills is based on several assumptions:

o The inferencing skills necessary to play the game
are parallel to those needed in more traditional
learning tasks, :

0 The game will motivate learners to practice making
inferences,

0 The practice with feedback which the game provides
will dimprove the individual's ability to make
inferences.

Sherlock presents the user with a screen containing a
goal (an icon containing a belief, concept or idea to be
supported) and ideas (icons representing facts, beliefs,
domain specific rules, and general inference rules). Using
& mouse the player can move an icon to another part of the
screen, create a link between two icons, break a link, or



ask for a hint,

When icons, which together will allow an inference, have
been linked, an icon representing that inference is auto-
matically generated. The player's goal is to build a
support-graph (Toulmin, 1958; 1979; Flowers, McGuire &
Birnbaum, 1982; -Flowers, 1985) which represents a valid
chain of reasoning supporting the goal icon.
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SAMPLE SESSION

Screen 1

We are currently testing Sherlock on a subset of rules
from the domain of attribution theory (Weiner, 1979; 1980).
In the upper left-hand corner of the screen are the rules’
which are available to the learner. The full text of a rule
can be printed in the lower left-hand window by peinting the
mouse at the desired rule.

The ovals at the bottom of the screen are the facts
which the learner starts with, The goal in this particular
session is to determine whether or not Sue will be motivated
according to attribution theory.

Screen 2

The player has decided to start with the rule "Low
Ability," tUsing the mouse, a copy of this rule has been
requested, The copy contains the full text of the rule, "If
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X has low self-confidence and X fails at a task, then X
will attribute the cause of the failure to low ability."
The copy is also automatically attached to a support box, so
that the learner may begin building. It is the support
boxes which actually make inferences, based on the rule and
fact or facts which are connected to it,

In an earlier version of Sherlock, inferences were
built directly from rules. Support boxes have been added
for several reasons.. Pirst, it permits the use of the same
rule as support in several different places. Conceptually
more important, however, is that it will eventually enable
us to manipulate a rule as the product of a belief (Flowers,
McGuire & Birnbaum, 1982).

In this case the learner has asked the support box
"Wwhat if?," or what inferences would be possible if the
appropriate facts were connected. This has led to the
support box generating a new fact icon, "SOMEONE attributes
the cause low-ability.™ This icon can now be used as any
other fact for building., The "what 1f?" capability give the
player the option of starting a graph at any point, without
having to build (given facts) from the ground up.

Screen 3

The player recognizes that this new fact is the
antecedent for the rule, "Ability Uncontrollable." By
connecting this fact and rule to a support box Sherlock
is able to infer that, "SOMEONE attributes outcome to
uncontrollable causes.”

Screen 4

The learner now connects this new fact and the given
fact that "SUE failed" to a support box which is connected
to the rule, "Uncontrol-Unmotivated.®™ Currently unresolved
is the question of whether or not this should allow an
inference, It is clear that attaching "SUE failed" and "FRED
attributes outcome to uncontrollable causes® should not lead
to an inference. This player, however, felt that the
general SOMEONE should unify with a specific, Sherlock
makes no inference at this point,

Screen 5

The learner now realizes that the antecedent for the
original "Low Ability" rule can be satisfied with two of the
given rules., When these are attached, Sherlock replaces the
general fact about SOMEONE with a new fact about SUE. Since
the old fact had been connected to another support box, the
new fact replaces it as input to the support box. Sherlock
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then replaces the second SOMEONE with SUE. Once again, the
old fact had been input to a support box, 80 the new fact

replaces it as input, It is now possible for the third
support box to infer that "SUE will not be motivated,”

IMPLEMENTATION

At the heart of Sherlock is a system for representing
ideas and their relationships to each other. Each idea 1is
an object, a programming entity which the rest of the pro-
gram can interact with, For example, one object might
represent the fact that "John is hungry.” The object has
slots, each of which can be filled with a specific kind of
information. One slot in a fact object is the 1logical
assertion which the object represents, Another slot con-
tains the name of any objects which support it (ie: the
inference connections which led to its creation).

A graphic interface, GATE (Mueller and Zernik, 1984),
is then used to provide the learner with a visual display of
the internal representation. The fact object just described
would be represented by an icon on the screen which contains
the text "John is hungry." Also if the supported-by slot
had anything in it, the display will show a link between the
John-is-hungry icon, and the icon which supports it. The
interface can work in both directions, that is when the user
makes a change on the graphic display, it is reflected in
the internal representation,

The third leg of the program is an inferencer using
Tlog (Read, 1984), Tlog provides PROLOG facilities within a
LISP environment. The relevent facility here is the ability
to generate any conclusions which can be derived fyrom a
given set of assertions. '

In conventional CAI the correctness of a response is
determined through some sort of matching against a list of
acceptable answers which the programmer supplies. The
player is thus limited to any answers which the author was
able to anticipate, an inferencer, on the other hand, tries
to emulate human reasoning in determining whether a response
in Sherlock is correct, Theoretically, any response which
reflects valid reasoning will be recognized by the
inferencer.

Unfortunately most PROLOG implementations (including
Tlog) will not recognize any valid human reasoning, For
example, a powerful and under-used inference rule is Modus
Tollens (Johnson-Laird & Wason, 1977). In screen 6 the
learner is attempting such an inference, the inference must
be extended to recognize this as valid and generate "SUE
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does not attribute the cause to low-ability,."

Not only does the use of an inferencer free the learner
from trying to find the answer or answers which the program-
mer was seeking, it frees the programmer from specifying
parameters for every possible juncture. By separating the
process (the inferencer) from the domain, each can be mani-
pulated without affecting the other. The game can be
applied to new domains by substituting only domain
knowledge, .

Sherlock is a meta-game allowing a number of play
options within the same environment. One group of varia-
tions involve presenting iconically to the player any two
items of a facts-rule~inferencn» set, and asking them to
provide the third:

What rule R would allow the player to draw
conclusion C using facts Fl..Fn?

(ie: What rule would allow you to infer that John
will eat from the facts that there is food and
John is hungry?)

What facts Fl..Fn are required before the player can
draw conclusion C using rule R?

(ie: What facts would allow you to conclude that
John will eat wusing the rule that 1if X is
hungry and there is food, X will eat?)

What does rule R let the player infer from facts
Fl..Fn? '

(ie: What can you infer from the facts that John
is hungry and there is food, using the rule that
if X is hungry and there is food, X will eat?)

COACHING

The next step in the development of Sherlock will be
the addition of intelligent coaching capabilities, Examples
of such an approach include West (Burton & Brown, 1976;
1979) and Wumpus (Goldstein, 1979). This approach pro-
vides the opportunity for learner-directed activity, with
the coach providing guidance when needed.

To provide this guidance West and Wumpus maintain
learner models containing a current skill mastery estimate,
The coach decides when to intervene based on input from the
learner nmodel and its pedagogic heuristics. The major
limitation of both programs is that they operate in very
limited worlds, as circumscribed by the games to which they



were applied. These constraints were necessary to avoid
the combinatoric problems in representing a more natural
world,

The designers of the above programs limited the role of
the coach, evidently to maintain the game spirit (Burton &
Brown, 1979), -The coach never asked the learner why he
made a particular move, because it would interrupt play.
Since the theme of our game is reasoning the coach can ask
why without violating the spirit, Similarly, the output of
the West coach was not developed beyond an acknowledgement
of an appropriate time and topic for tutoring. We hope to
combine the work done in cognitive modelling with work in
the area of teaching meta-cognitive strategies (wWittrock,
1974).

The coach in Sherlock will look for inference bugs and
inference strategies, The inferencer will be used to pro-
vide evidence regarding bugs which seem to exist in the
learner's attempts to build a graph. While protocol
analysis will later be used to develop a taxonomy of bugs
and strategies, we have begun by speculating a small subset
of each for testing. The subset of bugs includes;

o Denying the Antecedent. Assuming that because the
antecedent of a rule is false that the consequent
must also be false.

o] Affirming the Consequent. Assuming that because
the consequent of a rule is true that the
antecedent must also be true, '

o Biased Assumption. Assunming that something which
*sounds right" is true,

Assume in Screen 7, for example, that the learner has
just indicated that he/she believes that he/she has enough
connected to the support box to make an inference, Sherlock
determines that an inference is not possible at this point,
so it turns to a set of inference bug recognizers to
determine if one of them could be responsible for the
misunderstanding.

In this case it i1s determined that the inference bug,
"Denying the antecedent,® would have led to an inference.
If this is determined to be the most likely bug, the infor-
mation would be supplied to the student model.

Similarly the coach would watch for evidence of
reasoning strategies which are being used, The inferencer
will be extended to determine specific strategies which
would be fruitful at a given time, As in West, the coach
would use an intersection between missing strategies and
currently useful strategies to determine the content and
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timing for coaching.
Our current subset of strategles includes;

o Forward Reasoning. Use the given facts to create
any possible inferences, and build up from there.

o Backward Reasoning. Find a rule which would lead
to the goal and support it through facts created
using "What if?" :

o Macro Chains, Pind rules whose consequents are
the antecedents for other rules and 1link them
using "what if?" .

o Reasoning by Reduction. Find a rule which would
disprove the goal and find a contradiction.

EMPIRICAL VALIDATION

To establish the validity of using Sherlock to improve
an individuals ability to make inferences, we are designing
a series of empirical studies,

In the first phase the game will be refined, and the
feasibility of the design explored, Early versions of the
game will be field tested with high school students. Sever-
al domains will be used at this point with the goal of
optimizing motivation and age-level appropriateness. On the
basis of this field test, revisions will be made to the game
environment and selections made as to the most effective
variations for instructional purposes, There will also be
an attempt to identify the strategies used by the more
successful players of the game, These can then be incorpo-
rated into the game's hinting mechanism,

The second phase will involve testing the inferencing
ability of student who have played the game against a
control group. - Tests for measuring the ability to make
inferences will be chosen after a careful review of existing
instruments., Considered will be instruments specifically
labeled as inferencing tasks (ie: 1Inference Section of the
California Test of Mental Maturity) as well as reading tests
which separate inferencing from other aspects of
comprehension.

In addition to the pre and post test measures, the game
program will be designed to keep statistics on the ongoing
success of each player. Statistical analysis within the
experimental group of correlation between success at the
game and pre-test scores will indicate the overlap between

10



skills needed for each task, Analysis of the correlation
between exposure to the game and post-test. scores will
provide support for the use of the game in its present form
to improve inferencing ability,

SUMMARY

Providing the less able learner with missing strategies
involves more than identifying the relevant strategies.
Prerequisite skills for the strategies must also be identi-
fied, Assuming inferencing to be such a skill, a means must
be found to provide immediate and effective feedback for the
wide range of inferences a student might make.

Sherlock has provided an answer to this problem. Pur-
ther it 1is providing a tool for better understanding the
inferencing process and specific reasoning strategies used
by more successful learners. Incorporating this knowledge
into an intelligent coach, Sherlock will have the potential
to go beyond providing practice with feedback and actually
train individuals to be better reasoners.
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